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VOORWOORD

Maart *91: uit de brief die op mijn deurmat lag, bleek ik te solliciteren (tenzij ik een tegenbericht
stuurde) op de AIO-post ‘Temporal Analysis of Debris Flows in an Alpine Environment’. Puinstro-men,
bergen, Frankrijk ... drie ingrediénten die mij er van overtuigden om inderdaad géén tegenbericht
te sturen. Twee maanden later begon ik aan dit projekt, dat 4 jaar later voltooid moest zijn (ja ja ...).
De veldwerken in het Bachelarddal, één van de parels van Franse Alpen, zullen me altijd bijblijven.

Mijn copromotoren, Dr. Henk van Steijn en de “mathematische coprofessor” Dr. Theovan Asch, hebben
mij vanaf het begin bijgestaan. Dankzij jullie kennis, ondersteuning en stimulerende discussies (bij
voorkeur met een glas wijn op een terrasje in Zuid-Frankrijk, maar soms ook zwoegend bij een tem-
peratuur van 30° op een helling van 40° !) en jullie waardevolle suggesties is dit projekt uiteindelijk
geslaagd. In 1993 treedt Prof. Dr. Jan Nieuwenhuis aan als hoogleraar Grondmechanica bij de vakgroep
Fysische Geografie, en wordt daarmee mijn promotor. Je bijdrage, vooral aan het einde van de rit,
heeft zeker tot verbetering van dit proefschrift geleid. Gedrieén hebben jullie bovendien veel
constructieve op- en aanmerkingen op de eerste versie van de tekst van dit proefschrift geleverd.

Dr. Marcel van der Perk, met wie ik al die jaren een kamer heb gedeeld in de laagbouw. Ook jij bent
meegeweest in het veld en hebt daar aardig wat vrije tijd in gestoken. Maar je hebt er uiteindelijk
wel een leuke poster aan over gehouden. Veel problemen die ik tegenkwam wist ik met jouw hulp
op te lossen, en je hebt daarmee een grote bijdrage aan dit proefschrift geleverd. Ook aan de titel.
Ik herinner mij onder andere de vele lange avonden die we hier op de Uithof doorbrachten om aan
onze proefschriften te werken. En de “Italiano’s dubbel belegd” die daar bij hoorden. Ook Dr. Hans
(1x bellen is koffie) Middelkoop kreeg de smaak te pakken, zodat we gedrieén vaak bleven hangen
tot de mededeling “Het is vijf voor tien. De portier gaat over vijf minuten sluiten ...”.

De meetopstelling op een steile helling op 2000 m hoogte was er zeker niet gekomen zonder de inzet
van Ing. Theo Tiemissen, Ing. Bas van Dam enJaap van Barneveld, zowel bij het ontwerpen, het maken
en het opbouwen in het veld. Jullie eerste reaktie bij het zien van de meetlokatie, toen wij die aanwezen,
was: “Geintje zeker”, maar jullie hebben het toch mooi volgehouden om elke dag weer een half uur
tegen die helling op te klimmen met een volle rugzak en zodoende de meetopstelling op te bouwen.
Diverse collega’s van de vakgroep (tegenwoordig aangeduid met het synoniem disciplinecluster)
Fysische Geo-grafie hebben altijd een levendige belangstelling getoond voor het onderzoek en daarnaast
ook belangrijke bijdragen geleverd, zowel in het veld als bij de verwerking van gegevens. Dr. Martin
Hendriks, je hebt me behoorlijk geholpen met de hydrologie, en Dr. Ed Weiss, zonder jouw hulp waren
de boomring-dateringen zeker een stuk slechter geweest. Bedankt voor jullie aanzienlijke bijdragen.
Het bezoek aan de meetopstelling kostte Drs. Pim Beukenkamp naast vele zweetdruppeltjes ook zijn
broek.

La Vallée du Bachelard est située en grande partie dans le Parc National du Mercantour. Je veux
bien remercier le directeur/la directrice du Parc National pour I’autorisation de faire des travaux 2
la parcelle expérimentale et d’aller au dehors des sentiers. De plus, les employés du division Ubaye
m’ont aidé A retenir I’installation de la parcelle expérimentale et avec leurs observations de tout ce
qui se passe dans le Parc. M. Pascal Chondroyannis de I’Organisation National des Forets (ONF)
nous a mis 4 la disposition des données climatiques de la region de 1'Ubaye. M. Maurice Meunier
de CEMAGREF-Grenoble nous a fourni de données sur la rélation entre duréé, intensité et fréquence
des pluies. En plus, il a fait la peine de lire et juger le manuscrit de cette thése. En 1992, Pierre Badieu
m’amontré qu’ily a plus que seulement des laves boueuses dans la Vallée du Bachelard. Et M. Aillaud
a toujours réussi a nous munir d’un appartement assez agréable, méme en plein été.
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le nog niet genoemde (oud-)eollega’s bij Fysische Geografie / Ruimtelijke Wetenschappen
voor een goede werksfeer hebben gezorgd, met name Nathalie Asselman, Henk Berendsen,
an Beurden, Marc Bierkens, Wladimir Bleuten, Thom Bogaard, Leo Brouwer, Alfred Coerts,
in Dam, Simone van Dijck, Doesjka Ertsen, Pauline van Gaans, Hans Hartholt, Victor Jetten,
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eeris, Cees Wesseling, Nico Willemse, Anja de Wit, Marcel de Wit, Kathelijne Wijnberg en
If. Wim Hoek van de VU mag in deze rij niet ontbreken, temeer daar hij ook paranimf speelt.

an het promoveren kan soms wel eens zwaar op de schouders drukken. Gelukkig zijn er dan

vrienden, vriendinnen en familie die je weer kunnen laten zien dat er ook nog wel iets anders in de

wereld

Marcel,

i Gert, A
Saskia,

F dan alleen je proefschrift. Ik hoop jullie nu weer eens wat vaker te kunnen zien. Bedankt
Ida, Jurrien, Maarten, Doesjka, Wim, Annewietske, Erik, Gea, Marijke, Najib, Marleen, Jaap,
ja, Raymond, Kitty, Helen, Sander, Jo, Henk, Hanneke, Michiel, Evik, Carien, Michiel, Ellen,
Bas, Bart en Ellenvoor jullie interesse, morele steun en humor. Ook hetvolksdansen bij Garoon

heeft mg veel plezier gedaan, niet in de laatste plaats vanwege de reisjes naar Polen en Ockraine. Joop
en Mariha van der Meij, bij wie het altijd weer "effe bijkome” was in “villa Kakelbont”.

Mijn ouders, Jan en Ria Blijenberg, ik wil jullie bedanken voor de belangstelling en de
onvoorwaardelijke steun en vrijheid die jullie mij altijd hebben gegeven. Jullie hebben mij lang geleden

voor he

tieerst meegenomen naar de bergen, en sindsdien ben ik er aan "verslaafd”. Na de drukte rond

dit proefschrift zullen jullie me weer wat vaker zien. Annemarieke, ik ben ook jou veel dank
verschuldigd. Je steun in de afgelopen jaren was onontbeerlijk, nadat er in de zomer van 1992 in de
Franse Alpen meer opbloeide dan alleen de edelweiss.

‘Tot slot eindig ik met de woorden die mij zowe!l doen denken aan de tijd en energie die ik in dit
proefschrift heb geinvesteerd als aan het verblijf in het appartement aan de Rue Cardinalis in
Barcelonpette in de zomer van 1991: Ca suffit !

Buren, 2p augustus 1998

Hhans é&{l«v/hf
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Symbol Description
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ag
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coefficient :

constant in Bagnold’s dispersive stress (= 0.042)

constants (x=1,2, 3, ...)

correction factor for K-values obtained from rainfall simulations
radial acceleration

correction factor for S-values obtained from rainfall simulations
power coefficient in eq. 7.21

area

total surface area occupied by debris-flow trigger zones
interrill surface area

rill surface area

surface area of rainfall simulation plot

total surface area

antecedent precipitation index

antecedent precipitation index at time ¢

coefficient (1.0 for laminar flow; 2.0 for fully turbulent flow)
‘intrinsic’ viscosity (= 2.5 for mono-sized rigid spheres)
effective cohesion

volumetric clay content

volumetric solids content of debris

volumetric solids content of static debris (= 1-8,)

coefficient of variation = standard deviation divided by average
major clast axis length sorting

intermediate clast axis length sorting

minor clast axis length sorting

clast volume sorting

clast shape sorting based on ratio of intermediate to major clast axis

clast shape sorting based on ratio of minor to major clast axis

clast shape sorting based on ratio of minor to intermediate clast axis

Dimensiox

clast shape sorting based on ratio of clast volume to volume of cube with axes

a,b,and ¢

Euler’s constant = 0.57721566490...
grain size

characteristic grain diameter

diameter of single largest lichen

average diameter of 5 largest lichen thalli
25-percentile grain diameter
75-percentile grain diameter

degrees of freedom

diffusivity

generalized distance

minimum value of factor having triggered a debris flow
ring width eccentricity of ring j
Event-Response index for year j

function

[L>T*
varies
varies

[~
[-

varies
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debris-flow frequency [T
debris-flow frequency obtained from regular field visits ™
debris-flow frequency obtained from dendrochronology and lichenometry [T
safety factor [-]
Smith & Parlange factor [L2T?%
gravitational acceleration (= 9.81 m's?) [L'TY
Fisher's test statistic [-]
Critical value of Fisher’s test statistic for a probability level p [-1
Gumbel Type I probability density function [-]
Gumbel Type I cumulative (probability) distribution function [-]
pressure head [L]
depth of water layer at the soil surface; pressure head at the soil surface [L]
pressure head at the wetting front [L]
total hydraulic head [L]

infiltration rate; infiltration capacity [
initial infiltration rate; initial infiltration capacity [
10-minute infiltration rate [L'TY
final infiltration rate; final infiltration capacity [

[

overland flow intensity LT
rainfall intensity [L- T
critical rainfall intensity LT
maximum rainfall intensity in eq. 7.21 (= 2.0 mm/min) [LT!
minimum rainfall intensity in eq. 7.21 (= 0.1 mm/min) LT
rainfall intensity at time ¢ LT
x-minute rainfall intensity (x =1, 2, 3, 5, 10, 15, 20, 30, 60, 120, 1440) and

x-minute rainfall intensity at time # LT
splash loss intensity [L'TY
total amount of infiltration [L]
brittleness index [-]
potential total amount of infiltration capacity-limited infiltration at time ¢ [L]
total amount of overland flow at time # L]
total amount of incoming overland flow at time ¢ L]
total amount of overland flow from interrills at time ¢ [L]
total amount of outgoing overland flow at time ¢ [LTY
cumulative rainfall amount L]
critical rainfall amount [L]
total amount of daily rainfall [L}
effective amount of rainfall [L]
total amount of rainstorm rainfall [L]
total amount of rainfall at time ¢ [L]
x-minute rainfall amount [L]
surface storage at time t [L]
total amount of surface storage; total amount of surface storage at time ¢ [L]
potential total amount of regolith storage capacity-limited infiltration at time ¢ L}
potential total amount of supply-limited infiltration at time ¢ [L]
total amount of infiltration at time ¢ L]
index counter [-]
hydraulic conductivity; steady state infiltration capacity LT
corrected hydraulic conductivity; corrected steady state infiltration capacity LT
hydraulic conductivity of coarse debris for muddy fluid LT

My
Mesa
Mesy
My,

o

)

hydraulic conductivity of the transmission zone [L-1!

saturated hydraulic conductivity [L-T!
length i L
relative groundwater level (0 = dry, 1 = saturated) [
average major clast axis length L
average intermediate clast axis length L
average minor clast axis length L
average clast volume [L*
average ratio of intermediate to major clast axis [-:
average ratio of minor to major clast axis [-:
average ratio of minor to intermediate clast axis [.:
average ratio of clast volume to volume of cube with axes a, b, and ¢ [.:
mobility index -
rank (chapter 8)

mullion size (chapter 9) varies
Manning's roughness coefficient [~
number of data, measurements or observations; sample size [~
number of debris flows -
number of ‘certain’ debris flows in the period late July 1992 - mid-October 1994 [,
number of ‘probable’ debris flows in the period late July 1992 - mid-October 1994 {-]
number of debris-flow trigger zones [~
total number of trees sampled in year j [-]
total number of trees sampled in year j which show a response [
maximum value of factor not having triggered a debris flow varies
overland flow concentration factor {-]
probability [-]
%log(-#)  (hinm) [-]
flux density [LT1
10-minute specific discharge [L*T]
muddy fluid discharge per unit width [L2T1
discharge L1
overland flow discharge from rainfall simulation plot [L>T1Y
water discharge _ [L*TY
radial distance perpendicular to flow L]
correlation coefficient, explained variance []
radius of rigid plug [L]
tree-ring widths for ring j in downslope, upslope and slope-parallel directions L]
radius of channel bend L]
radius of flow perpendicular to flow (L]
hydraulic radius of (channel) flow [L]
viscous resistance M*T]
amplitude of j harmonic [-1
Reynolds number [-]
Reynolds number from laminar flow velocity equation (eq. 2.89) [-1
Reynolds number from turbulent flow velocity equation (eq. 2.90) [
distance in direction of flow or slope L]
standard deviation varies
sample standard deviation of variable X varies
standard error varies
sorptivity [L-T*]
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corrected sorptivity

sensitivity index; strength ratio

Trask sorting coefficient = (d,s/d,s)"*

regolith storage capacity

time

Student's t-statistic

time-to-ponding

rainfall duration

rainstorm duration

time where under ponded infiltration the same total amount of infiltration is
reached as at time £, under non-ponded, constant infiltration
return period

flow velocity

flow velocity in points 1 and 2

velocity of debris-flow front

average flow velocity

maximum flow velocity

laminar flow velocity of overland flow

transitional flow velocity of overland flow

turbulent flow velocity of overland flow

instantaneous unit hydrograph

volume

collected volume of overland flow from rainfall simulation plot
horizontal coordinate; horizontal distance

variable; variable value

variable

sample average of variable X

distance perpendicular to flow; distance perpendicular to slope
depth of rigid plug (raft)

failure depth

depth of flow perpendicular to flow

average depth of flow perpendicular to flow

discriminant function (Sengo 1980)

discriminant function (Okuda et al. 1981, Okunishi & Suwa 1985)
vertical coordinate; depth

vertical coordinate of fluid surface; depth of failure plane
gravity head

depth of overland flow

depth of regolith

depth of flow; depth of water flow above weir outflow base (m)
depth of the wetting front

recession coefficient, outflow constant, decrease coefficient
significance level

slope angle

slope angle of failure plane

threshold slope angle

partial derivative

parameter in standard error of estimate of Gumbel distribution (eq. 8.16)
surface tilt angle in channel bend

time step length

[LT*]
[-]
[-]
(L]
{T]
[
(1]
[T]
(7]

(T]
[T]
(LT
(LT

LT

[LT]
(LT
(LT
(LT
[LTY
L7
(L]
L%
(L]
varies
varies
varies
[L]
[L]
[L]
[L]
(L]
[L]
(LT
L]
(L]
[L]
[L]
(L]
(L]
(L]
[T
(-]

[a]

fe]

[a]

[
[

(T]

p.\'nl
Pu
Pw

Gy
Sr
O1s Op

time period covered by the surveys (in years) [
time period covered by the lichenometrically and dendrogeomorphologically

dated deposits (in years) [1
time step on interrills [
time step on rills (in seconds) [1
random term with standard normal distribution (average 0;standard deviation 1) [
Bingham viscosity M-LtT
Coulomb viscosity M-LAT
viscosity of interstitial fluid MLT
maximum viscosity of overland flow in eq. 7.21 [MLLT
Newtonian viscosity [ML'T
viscosity of overland flow M-L'T
viscosity of water at 20°C (= 0.001 Pa-s) M-LT
volumetric water content [
volumetric field water content [
initial volumetric water content [
volumetric water content at failure [
saturated volumetric water content, porosity (= 1-c.) [
volumetric water content of the transmission zone [
coefficient (constant) in Takahashi’s debris-flow models [
linear concentration B
bulk density of debris ML
bulk density of dry debris ML
density of fluid [M-L-
density of debris-flow matrix material [M-L"
density of overland flow [M-L~
density of solids [M-L*
bulk density of saturated debris ML
bulk density of unsaturated debris [M'L"
density of water [M-L?
normal stress [M-L-T
effective normal stress [M-LT
dispersive stress [M-L*T
pore pressure of fluid M-LVT
pore pressure of fluid in points 1 and 2 [M-LT
shear stress [M-LT
yield strength [M-LT
maximum shear resistance; shear resistance at failure [M-LT
residual shear resistance [M-LT?
internal-friction angle [o
effective internal-friction angle [o
effective static internal-friction angle [o
effective kinetic internal-friction angle fc
grain size = -?log(grainsize in mm) [
phase of jth harmonic [1
strength of relation (= ¥*/N) f
Chi-square statistic [
frequency [T
component frequency [T



1 INTRODUCTION

1.1 Background and problem definition

Mass movements, movements of rock and soil induced by gravity, are a major denudational process
in steeply sloping terrains (Mulder 1991). Although most mass movements are relatively small and
cause little damage, their widespread occurrence is stiil the cause of considerable economic losses.
These losses may result from damage to buildings, infrastructure and arable land (Rapp and
Strémquist 1976, Reid etal. 1991, Wohl and Pearthree 1991) and from blocking of roads and railways
(Harp et al. 1995, Rebetez et al. 1997, Sasahara and Tsunaki 1994). Indirect damage may result from
the sediment delivered to rivers (Jordan and Slaymaker 1991) and the damming of rivers with
subsequent breaching and flooding (Evans 1986, Evans and Brooks 1991). Only few mass movements
are dangerous enough to cause casualties: most mass movements are slides and flows moving at speeds
of no more than millimeters to meters per day.

Debris flows are one of the more dangerous types of mass movement. They are rapid mass movements
consisting of granular solids, water and air, moving as a viscous flow (Varnes 1978). The movement
type of debris flows, gravity flow, differs on the one hand from landslides, in which a more or less rigid
mass slides along a distinct shear surface. On the other hand, the movement type also differs from
streamflow, where the material is transported by the shear forces exerted by the water flow, rather than
by gravity. Debris flows are a well known phenomenon in mountainous areas all over the world (fig.
1.1; table 1.1). Their relatively high velocities, usually in the order of several meters per second, are
the main cause for the comparatively high economic losses and high number of casualties induced by
debris flows. In particular this applies to debris flows occurring in densely populated areas. In Japan
alone, about 1000 people have beenkilled by debris flows between 1967 and 1980 (Takahashi 1981b).
Examples of debris flows causing casualties are known from Brazil (Ogura et Fitho 1991), Canada

Figure1.1  World map of debris-flow occurrence (afier Innes 1 983a).




Tabge 1.1 Debris flows reported from various countries (partly based on Innes 1983a).

Country Author

Afghanistan Kaszowski 1984

Arimina Gallart et al. 1994

Atightic Ocean Masson et al. 1992

Austria Aulitzky 1994, Aulitzky et al. 1994

Bragil Jones 1973, Ogura and Fitho 1991

Canada Bovis and Dagg 1987, 1988, Gardner 1989, Owens 1973, 1974

Chile Winchester and Harrison 1994

Chifja Brand 1993, Lehmkuhl and Liu Shijian 1994, Kang Zicheng and Li Jing 1987, Lehmkuhl and Pértge
1991, Li 1994, Li Lie 1985, Li and Luo 1981, Renlin 1992, Tang Bangxing et al. 1994, Zeng et al. 1992

Colgmbia Martinez et al. 1995, Thouret and Laforge 1994

Cosfa Rica Mora et al. 1993

Ecuador Peltre 1994

France Azimi and Desvarreux 1974, Blijenberg 1993b, De Graaf et al. 1993, Evin 1990, Gispert 1993, Hovius

1990, Meunier 1991, Nieuwenhuijzen and Van Steijn 1990, Van Asch and Van Steijn 1991, Van Steijn
1988, 1991, Van Steijn et al. 1988b

Gerfnany Strunk 1991

Greft Britain ~ Baird and Lewis 1957, Ballantyne 1981, 1991, Innes 1989, Kotarba 1984b, Luckman 1992

India Owen et al. 1995, Starkel 1972

Indgnesia Camus et al. 1992, Chida and Hariyono 1995, Lavigne and Thouret 1994, Scrivenor 1929

Ireland Prior et al. 1968

Ital; Engelen 1967, Marchi et al. 1993, Strunk 1988, 1989, 1991

Japan Ikeya 1981, Kobashi and Suzuki 1987, Marui et al. 1997, Nakada 1992, Okuda 1989, Okuda et al. 1980,

Sasahara and Tsunaki 1994, Sassa et al. 1997, Suwa and Okuda 1980, 1988, Suzuki and Furuya 1992,
Takahashi 1981b, Takahashi et al. 1981
Kazakhstan Khegai et al. 1992

Morigolia Kowalkowski and Starkel 1984

Nepal Sajjo 1991, Yoshimatsu 1994

New Zealand  Pierson 1980, 1981

Nonway André 1995, Rapp 1963, Rapp and Stromquist 1976, Sulebak 1969

Pakistan Hewitt 1993, Owen 1991, Wasson 1978

Peny Plafker and Erickson 1978

Philippines Arboleda and Punongbayan 1991, Arguden and Rodolfo 1990, Pierson 1992
Poland Jonasson et al. 1991, Kotarba 1984a, 1989, 1992, 1997, Krzemien 1988
Rorjania Balteanu 1976

Rusgia Gagoshidze 1969, Gol'din and Lyubashevskiy 1966, Niyazov and Degovetz 1975
Sloyakia Midriak 1984 :

Spain Garcia-Ruiz et al. 1988

Sweden Niessen et al. 1992, Rapp and Nyberg 1981, Rapp and Strémquist 1976, Schlyter et al. 1993

Switzerland Haeberli et al. 1990, 1991, Kienholz and Mani 1994, Kienholz et al. 1991, Rickenmann 1990,
Rickenmann and Zimmermann 1993, Résli and Schindler 1990, Zimmermann 1990

United States  Benda 1990, Benda and Dunne 1987, Campbell 1974, 1975, Cenderelli and Kite 1998, Coe et al. 1997,
Cummans 1981, DeGraff 1994, Fleming et al. 1989, Harp et al. 1995, Harris and Gustafson 1993,
Johnson and Rodine 1984, Reid et al. 1991, Walder and Driedger 1994, Wohl and Pearthree 1991

(Bavis 1993), China (Brand 1993, Zeng et al 1992), Colombia (.Martinez et al. 1995) and Nepal
(Ygshimatsu 1994). The most devastating example in recent history is the catastrophic debris flow
caysed by an eruption of the Nevado del Ruiz volcano in Colombia in 1988. It buried the village of
Armero, killing over 30,000 people.

Hojwvever, most debris flows are quite small and occur unnoticed in remote, sparsely inhabited or
uninhabited areas. Usually such small debris flows are triggered by heavy rainfall (Blijenberg 1993b,
Kobashi and Suzuki 1987, Rapp and Nyberg 1981). Trigger zones of debris flows are often difficult
to gecess. Other geomorphological processes such as rock fall are often highly active in these zones,
and therefore research in such areas involves some risk. Thus it is not surprising that debris flows have

received much less attention in literature than landslides. Most of the research has concentrated on the
‘safer” aspects of debris flows: laboratory simulations (Bagnold 1954, Phillips and Davies 1991, Van
Steijn and Coutard 1989, Van Steijn et al. 1988a) and model development dealing mainly with the
triggering and movement mechanisms (Bovis and Dagg 1987, 1988, Fleming et al. 1989, Johnson
1965, 1970, Johnson and Rahn 1970, Johnson and Rodine 1984, Postma 1988, Takahashi 1978, 1980,
1981a, 1981b); debris-flow deposit studies dealing with their morphological and sedimentological
characteristics (Nieuwenhuijzen and Van Steijn 1990, Van Steijn et al. 1988b) or the dating of old
deposits (De Redelijkheid 1988, Innes 1982a, 1983b, 1985b, Strunk 1989, 1991); or case studies of
debris flows which have occurred during extreme meteorological situations (Campbell 1974, 1975,
Haeberlietal. 1990, 1991, Hovius 1990, Zimmermann 1990). The last type of research may be biased
toward the description of larger debris flows, as such debris flows are more likely to draw attention.
With the increasing use of natural resources even in high mountain areas, the economic damage by
debris flows is likely to increase, especially in densely populated areas like the Alps. In orderto reduce
the risk caused by debris flows, both spatial and temporal aspects of debris-flow hazard should be
known. Moreover, the risk associated with debris flows may well change if rainfall regimes change as
a part of a general climate change. If debris-flow hazards and risks are to be assessed quantitatively,
models must be available describing the triggering, movement and deposition of debris flows. Also, the
values of all the factors in these models must be known. In case of an assessment of the effect of
climatic change on debris-flow hazards, the amount of change in rainfall parameters relevant to debris-
flow triggering must be known and the sensitivity of debris-flow occurrence to those parameters. Of
course this implies that such parameters must be known. At present, the generation of precipitation
scenarios by the present climate models (GCM's) is still problematic (Kwadijk 1991, 1993, World
Meteorological Organization 1987). They generate inaccurate, low resolution time-averaged
precipitation values, so that changes in specific rainfall parameters are difficult or impossible to
quantify for future climatic change (Gates 1985). Apart from the models describing triggering,
movement and deposition of debris flows, the aspects mentioned have received little attention in the
past.

12 Framework and objectives

In 1991 the project ‘The Temporal Analysis of Debris Flows in an Alpine Environment’ (the Debris

Flow project) was started at the Department of Physical Geography of Utrecht University, where it

was embedded in the research cluster GEOPRO 1 (GEOmorphological PROcesses). It was part of the

project ‘Temporal Occurrence and Forecasting of Landsliding in the European Community’, financed

by EPOCH (European Programme on Climatology and Natural Hazards). The coordination of this

project was carried out by the CERG, the European Center of Geomorphological Hazards. Central :
themes of this EPOCH project were the temporal aspects of instability and of the factors causing

instability (Flageollet 1993a, 1993b, European Commission 1994).

The present project is a continuation of research on debris flows and landslides carried out since the

early eighties by the Department of Physical Geography in the region around Barcelonnette in the '
southern French Alps (e.g. Salomé and Beukenkamp 1989, Braam et al. 1987a, 1987b, Caris and Van

Asch 1991, De Redelijkheid 1988, Hovius 1990, Miltenburg 1986, Mulder 1991, Mulder and Van -
Asch 1987, 1988a, 1988b, 1988¢, 1988d, Mulder etal. 1987, Postma 1988, Nieuwenhuijzen and Van

Steijn 1990, Van Asch and Buma 1997, Van Asch and Van Steijn 1991, Van Asch et al. 1989, Van:
Steijn 1989, 1991, 1996, Van Steijn et al. 1988b). Preceding work on debris flows had mainly

concentrated on morphological and sedimentological properties of the deposits in relation to the!
movement mechanisms (Nieuwenhuijzen and Van Steijn 1990, Van Steijn and Coutard 1989, Van
Steijnetal. 1988a, 1988b) and on dating of deposits (De Redelijkheid 1988, Van Steijn 1991). Debris



Fignre 1.2 Debris-flow triggering hypothesis according to Postma (1988).
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VS in the Ubaye Valley and its tributaries are usually <100 m? to several 1000 m? (small-scale to
lium-scale), <100 m to over 1000 m long and they hardly ever continue to move when they reach
wvalley floor (hillslope debris flows).

field experiences of these workers has led to the following hypothesis of debris-flow triggering in

part of the French Alps (Postma 1988; fig. 1.2):

Small-scale hillslope debris flows in the Bachelard Valley are mainly triggered during
short-duration rainstorms with high rainfall intensities. During such rainstorms,
Hortonian overland flow occurs in the debris-flow trigger zones and incorporates fine-
grained debris. This muddy overland flow concentrates towards a central gully in a
trigger zone, where it meets and enters an accumulation of loose, cohesionless, coarse
debris. Depending on the fluid pressure exerted by the muddy fluid, the coarse debris
may or may not be destabilized and move downslope as a debris flow.

final aim of the Debris Flow project is to forecast the triggering and frequency of debris flows,

res
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d on precipitation characteristics on the one hand, and on morphological and hydrological

chafacteristics of debris flow trigger zones on the other hand (fig. 1.3). The relation between debris-
flo 4 magnitude and frequency will be ignored in this project. Using the above hypothesis, the following

ch objectives were formulated:

h respect to modelling debris-flow triggering:
quantify all the factors in an appropriate (physical) debris-flow triggering model.
find the most important morphological and hydrological characteristics of debris-flow trigger
zones controlling debris-flow triggering; preferably characteristics that can be easily obtained
from a survey or from aerial photographs.

With respect to the specific role of water in debris-flow triggering:

- quantify the amount of water necessary to trigger a debris flow (threshold values of rainfall
and/or runoff).

- identify the relevant rainfall characteristics involved in debris-flow triggering.

- find the optimal hydrological model with regard to its ability to discriminate between conditions

' triggering debris flows and those not triggering debris flows.

- determine the characteristics of the muddy runoff fluid.

With respect to debris-flow activity in the Bachelard Valley:

- quantify the frequency of debris flows by combining rainfall intensity-duration-frequency
characteristics with debris-flow threshold values obtained from the triggering model.

- check this debris-flow frequency with the frequency obtained from deposit dating methods.

- forecast the triggering and frequency of debris flows on the basis of morphological and
hydrological characteristics of debris-flow trigger zones and of precipitation characteristics.

- investigate the temporal and spatial variability of debris-flow activity in the Bachelard Valley.

1.3 Methodology and thesis structure

In order to meet the research objectives, a number of different approaches have been used. The Téte
du Clot des Pastres debris-flow trigger zone, representative for debris-flow trigger zones in the
Bachelard Valley, was chosen for detailed measurements. In this catchment a hydrological
measurement station was installed. This station consisted of two raingauges, a discharge gauge, a
flume with sediment removal, and a video camera, all connected to a data logger which was installed
at the end of spring and removed in autumn (chapter 4). Erosion plots and erosion markers were
installed and a DEM was produced from a geodetic survey. Finally, debris-flow deposits originating
from this site have been dated with dendrogeomorphology and lichenometry in order to reconstruct past
debris-flow activity (chapter 9).

For this site, several hydrological models with different degrees of complexity were developed (chapter
7). This was done to predict the amount of overland flow for any particular rainstorm and the threshold
runoff necessary to trigger a debris flow (chapter 8). Two of these models used an infiltration module
for which the infiltration parameters were determined from in-situ rainfall simulations on the fine-
grained regolith material (chapter 6). The models were tested to find the best models with regard to
their ability to discriminate between conditions that trigger debris flows and conditions that do not.
These debris-flow triggering conditions are compared with rainfall characteristics, which leads to a
prediction of debris-flow frequency (chapter 8).

Debris parameters were determined for use in the debris-flow triggering model and the hydrologic
models for this site (chapters 5 and 6): density, porosity, grain-size distribution, grain shape, hydraulic
conductivity and strength of the coarse debris; density, porosity, grain-size distribution, water-retention
curves, infiltration characteristics (sorptivity, steady-state infiltration capacity) of the fine-grained
regolith material and the regolith depth. Also an attempt was made to investigate the relation between
sediment content, density and viscosity of the runoff fluid on the one hand and the relation between
sediment content and rainfall (excess) intensity on the other hand. With these data it should be possible
to predict the runoff fluid characteristics and the fluid level in the coarse debris during a rainstorm
(chapter 5).

For al} other debris-flow trigger zones in the Bachelard Valley, less data have been gathered. Ata few
other sites, some of the measurements mentioned for the Téte du Clot des Pastres site have also been
carried out, for instance debris strength determinations (chapter5), rainfall simulations (chapter 6), ‘
deposit dating (chapter 9) or geodetic surveys.
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Besides these ‘extended’ measurements for a few sites, an inventory has been made of all debris-flow
trigger zones in the Bachelard Valley (chapter 3). Regular surveys have been carried out twice a year
to sgarch for newly formed debris-flow deposits (chapter 10), revealing the spatial and temporal
variability of debris-flow activity. For most of the debris-flow trigger zones in the Bachelard Valley,
an gttempt was made to make an inventory of their topographical, morphological, hydrological and
lithplogical characteristics and to relate these to their activity (chapters 3 and 10).

A detailed account of the methods used in this study is given in chapter 4. Further, this thesis contains
a general introduction to debris flows (chapter 2) and a description of the study area in the southern
Frenich Alps (chapter 3). Finally, chapter 11 summarizes the results and presents the main conclusions,
whigh are compared with the research objectives stated in section 1.2.
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2 A REVIEW OF DEBRIS FLOWS
2.1 DP;bris flows
2.1.1 Introduction

Apart from some isolated studies (Bailey etal. 1934, Blackwelder 1928, Bonney 1902, Conway 1893,
1894, Penck 1924, Rickmers 1913, Scrivenor 1929, Walther 1924), the study of debris flows is still
young. This can be attributed to the difficulties involved in debris-flow research. Laboratory equipment
for determination of debris-flow rheology must be large enough to test coarse, heterogeneous materials,
such as the 2 m large rheometer described by Phillips and Davies (1991) or the 95m long, 2 m wide
debris-flow flume of Iverson et al. (1993). Difficult terrain circumstances make direct measurement
of debris-flow properties problematic. In the past decades however, an increasing number of studies
concerning debris flows have been carried out. The increasing interest in debris flows is largely caused
by the growing need to understand the hazards of high mountain areas, which pose increasing risks
as human pressure on high mountain environments steadily expands (Bovis 1993). On the other hand,
the recognition of debris flows as important mechanisms of sediment transport and sediment supply
to rivers in mountain areas has also led to an increase of debris-flow research (Bovis 1993, Evans and
Brooks 1991).

A debris flow has been defined by Varnes (1978) as a rapid mass movement of granular solids, water
and air, moving as a viscous flow. Johnson (1970) defined a debris flow as a gravity-induced mass
movement intermediate between landsliding and water flooding, with mechanical characteristics
different from either of these two processes. In landslides, a more or less rigid mass slides along a
distinct shear surface. On the other hand, in streamflow the sediment transport is caused by shear
forces exerted on the sediment by the streaming water. In debris flows, the movement of the debris is
caused by its own mass, and the shear deformation is distributed over a large part of the flow depth.
This type of flow is called gravity flow. Within the continuum from pure streamflow to dry landslides,
no sharp division can be made between (hyperconcentrated) streamflow and debris flow, or between
landslides and debris flows. For the flow part of the continuum, the rheological classification given
by Pierson and Costa (1987) discriminates between debris flow and other types offlow (fig. 2.1). Here
the groups of slurry flows and granular flows add up to form the group of gravity flows. In granular
flows, water content is less than in slurry flows, and the behaviour is dominated by grain interactions.
In debris flows, viscous water effects, grain-grain and water-grain interactions play an essential role.
Water content and grain-size composition determine the relative influence of these three effects on
debris flow behaviour.

The variety of terms used to describe debris flows in the past (see table 2.1) has been quite confusing,
as pointed out by Brunsden (1979). Partly, this is the result of debris flows being part of a continuum
of processes without sharply defined transitions. Terms such as slide, avalanche, solifluction or
torrent indicate other movement mechanisms than gravity flow and should not be used for debris
flows, although Innes (1983a) includes debris avalanches in the term debris flow. Mudflow and
earthflow are nowadays usually applied to slow, periodically active debris mass movements (Prioret -
al. 1971), whereas debris flows occur as single events. Table 2.2 lists some phenomena which are
closely related to debris flow. The term lahar is reserved for debris flows related to volcanic activity.

Debris flows can be classified according to various criteria. Innes (1983a) proposed a subdivision of
debris flows based on deposit volume (fig. 2.2). The class limits are rather arbitrary. In the former
Soviet Union a distinction was made between structural (containing little water) and turbulent
(containing much water) debris flows (Gol'din and Lyubashevskiy 1966, Syanozhetsky etal. 1973).
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Sediment concentration (vol. %)

Table 2.1 Terms describing debris flows (partly based on Innes 1983a).

Name Author
o 0 dAPp B> < Ch- 100 Engiih
rastinerta) 2 ; I STURZSTROM Alpine mudflow Slaymaker and McPherson 1977
forces 10 (fluidized ) Williams and Guy 1973
i granular flow) Debris avalanche ; y
dominant ' - "~ BEBRIE ] Debris slide Bogucki 1977, Rapp 1963
10'E HYPERCONCENTRATED |- . _ (inertial _ _ ' AVALANCHE o Debris torrent Bovis 1993, Swanston and Swanson 1976
STREAMFLOW slurry flow) L __ (inertial — — Lahar Neall 1976, Scrivenor 1929
0 granular flow) Mud avalanche Conway 1893, 1894
107 GRAIN FLOW 1 Mudflow Blackwelder 1928, Owens 1973, 1974
N NORMAL Mudrock flow gfii:z; et a11.9: 334
2 40" Mudspate ickmers
\E/ 10 SIREAVFLOW) - il fommmmom s Mudst.;eam Bonney 1902, Scrivenor 1929
> Summer solifiuction Baird and Lewis 1957
2 4n2
B 0 Ny French .
3 Boue torrentielle Lefebvre in Meunier 1991 )
S 10° - Coulée boueuse Cailleux and Tricart 1950, Van Vliet-Lanoé and Valladas 1992
8 ) 3 Coulée de débris Van Steijn et al. 1988a
@ ! (VISCIE(JBt.lF:ISUFrL()fY:w) Coulée de débris canalisée Sauret in Meunier 1991
o 10"+ : ; v EARTH FLOW _| Coulée de laves Van Steijn et al. 1988a
& ; (viscous Flot de débris Bertran and Texier 1994, Chamley 1977, Hétu et al. 1995
S 40° §| granularflow) Lave boveuse Hé etal. 1995
<>( 10 -S_% 7 Lave de ruissellement V@ Steijn et al. 1988a
g Lave torrentielle Tricart 1957
10°F g 4
5 German .
= Mure Rickmers 1913
107 2 Murgang Haeberli et al. 1991
I 2 ] Murschub Strunk 1988
Slow-viscous/% 8 Sandbrei Walther 1924
frictional 10 11t R e e T e Schlammstrom Penck 1924
forces ° SOLIFLUCTION | MASS CREEP ; Other languages
dominant 10 Blockig slamstrém Rapp and Nyberg 1981 .
Puinstroom De Graaf et al. 1993, Hovius 1990, Van Steijn 1989
Fluid type Newtonian Non-Newtonian Sjel Gontscharev 1962
hterstitial fluid Water Water + fines Water + air + fines
flow category Streamflow Slurry flow Granular flow
*low behavior Liquid Plastic MICRO SCALE | SMALL SCALE | MEDIUNll SCALE | LAR|GE SCALE|
. . e . . . I | I
Figupe2.1  Rheological classification of flows proposed by Pierson and Costa (1987). The vertical 1(|).2 1 é-‘) 1Lu 10 10° 10° 10 10° 10° 10’
boundaries A, B and C are rheological thresholds related to sediment composition; their . 3
positions in this figure are shown for a coarse, poorly sorted mixture. For coarser sediments the Deposit volume  (m°)
?ﬁgﬁ:ﬁ?ﬂ?ﬁi‘;ézg ;I;gvf/l:; iio;ai‘;:(g;?tg’esc‘efgslln;;ggs they move to the left. Shaded zons Figure2.2  Classification of debris flows based on deposit volume (after Innes 1983a).

Thig subdivision was based on the effect of water content on debris-flow movement. Varnes (1978)
proposes a velocity-based classification of debris flows: debris avalanches, debris flows and mudflows.
However, the terms debris avalanche and mudflow both indicate other types of mass movement, and
shopld not be used merely to indicate velocity differences.

Brupsden (1979) proposed the classification shown in figure 2.3a. Hillslope flows are those flows that
ocetr on hillslopes and usually do not continue their movement once they reach the valley floor, On i
the dontrary, valley-confined flows can have long run-out distances in narrow valleys, only to deposit ;
theif sediment on fans at the mouth of the valley. Once again, no sharp distinction exists between
catastrophic flows, hillslope flows and valley-confined flows. This classification was extended by

(b)

Figure2.3  Morphogenetic classification of debris flows: (a) original classification (Brunsden 1979);
(b) revised classification (Innes 1983a).
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Tahle 2.2 Phenomena closely related to debris flow (partly based on Innes 1983a).

Prqcess Difference with debris flow

Debris avalanche Very fast, inertial granular tlow with little or no interstitial
fluid

Dejris slide Slide mechanism

Dry grain flow Dry, inertial, granular flow with no or little interstitial fluid

Frast-coated clast flow (Hétu et al. 1994) Dry, inertial, granular flow with ice-covered particles

Hyperconcentrated flow, debris torrent Streamflow transportation

Mudflow, earthflow Slow, viscous, granular flow

Peat soilflow (Gallart et al. 1994) Mixture of water and peat

Pyroclastic flow Inertial granular flow of hot volcanic ash and gas

Slugh avalanche (Bull et al. 1995) Mixture of water, snow and ice; large-scale event
Slugh flow (Elder and Kattelmann 1993) Mixture of water, snow and ice; small-scale event
Slugh stream (Gude and Scherer 1995) Mixture of water, snow and ice; small-scale event

Slugh torrent (André 1995, Gude and Scherer 1995)  Mixture of water, snow and ice; large-scale event

Soljfluction Very slow viscous flow

Stufizstrom (Hsii 1975) Extremely fast (up to 100 m-s™), dry, fluidized, granular flow
with no or little interstitial fluid

Turpidity current Submarine density current

Waterflood Very dilute streamflow transportation

Innes (1983a) to give the essentially morphogenetic classification of figure 2.3b. Other classifications
carjbe made, based on for example composition (silty debris flow, sandy debris flow), parent material
(tiliflow, peatflow), morphology or triggering mechanism. Selby (1993) points out that there is still
a lgt of confusion concerning the subdivision of debris flows.

2 Characteristics of debris flows

ris flows have rarely been observed by trained professionals (Johnson and Rodine 1984, Khegai
. 1992, Morton and Campbell 1974, Pierson 1980, Sharp and Nobles 1953, Wasson 1978), but
ore recent years video cameras have proven useful for debris-flow observation (Blijenberg 1993a,
b, Okuda et al. 1980, Okunishi and Suwa 1985). From such observations, debris flows often
ear to occur as a series of waves or surges (Li and Luo 1981, Pierson 1980). The surges typically
ka steep front which contains the largest boulders transported by the debris flow. Between the

ders may occur. Another feature sometimes observed is an apparent rigid plug in the centre of
w, which seems to float as a raft on the flowing debris (Johnson 1970, Wasson 1978). A rigid plug
ot always observed; sometimes the flow character is very turbulent, with boulders jostling and
ping at the surface (Okuda et al. 1980, Pierson 1980, 1981).

ris flows show a very distinct morphology (fig. 2.4). The length of 2 debris flow is usually much
zer than its width; frequently reported length:width ratio’s are usually over 10:1 and can be 50:1
ore (Van Steijn 1988). Usually three different zones can be distinguished (Van Steijn 1989): a
Fce area or trigger zone, a transport zone, and a deposition zone. Debris flows originate in the
ger zone, where sediment removal by debris flows dominates over deposition. Usually this trigger
© is a steep, little vegetated area, with sufficient debris present at the surface. The trigger zone can
| landslide complex, a steep couloir above a scree slope, or a bare, often spoon-shaped or funnel-
shaed erosion zone on a slope. Downslope, the trigger zone changes into the transport zone, where
erogion and deposition by debris flows are more or less balanced. This transport zone usually consists
of afchannel, either or not bordered by lateral levees. The channel can be situated on the valley floor,
in ajgully, or it can be a shallow channel on a scree slope.
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Figure2.4  Typical morphology ofa hillslope debris flow and debris-flow terminology.

Further downslope, the transport zone gradually changes into the deposition zone, where deposition
dominates over erosion. In the upper part, the deposition zone often consists of a channel bordered by
levees, which can be difficultto distinguish from the lower part of the transport zone. The lateral levees
have steep sides, and they often show inverse grading: the coarsest particles can be found on top of the
levees and on the outside. Figure 2.5 shows a cross-section through a debris-flow channel and levee.
The levees meet downslope in a terminal or frontal lobe. This lobe hasa steep front and may also show
inverse grading. Ifthe flow consists of relatively fine material and the deposition takes place on relatively:
flatterrain, the deposit can have a sheet-like character. Debris-flow deposits within the channel are called
medial deposits (Johnson and Rodine 1984). Debris-flow deposits can be found on talus slopes, on alluvial
fans and on debris fans. They may also occupy large
parts of valley floors. Very often the debris-flow
deposits are not the only type of deposits found at
such locations. On scree slopes deposits formed by
processes such as rockfall, dry grainflow or snow
avalanches may be present beside debris-flow
deposits. On alluvial fans and valley floors they
alternate with alluvial deposits. The distinction
between alluvial fans and debris fans is based on the
relative influence of debris-flow and streamflow
processes on the formation and morphology of the
fans: on alluvial fans, torrent deposits dominate,
whereas on the steeper debris fans debris-flow
deposits dominate (Rapp and Nyberg 1981).

Figure2.5  Cross-section of a debris-flow levee
along a debris flow channel, sho-
wing the typical inverse grading of
the deposits and the orientation of '
clasts (b-axis) within the deposits !
(after Nieuwenhuijzen and Van
Steijn 1990).
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A phenomenon which is sometimes mistaken for a debris-flow levee is the so-called boulder berm.
Altheugh boulder berms are morphologically similar to debris flows, and also show inverse grading,
they |do not contain fine-grained matrix material (Carling 1987, Costa 1984). Boulder berms are
thought to be deposited as bedload by debris torrents (Carling 1987, Miles and Kellerhals 1981).
Clasts within debris-flow deposits can show strong orientation. Owen (1991) found that clast a-b
plangs tend to be oriented more or less parallel to shear planes. Innes (19832) and Van Steijn (1988)
usedT!a-axis data. For the outside of levees, they observed orientation of the stones in directions
betwgen the general slope direction and the local levee surface slope direction. Nieuwenhuijzen and
Van Bteijn (1990) and Van Steijn (1988) reported that a-axes of stones tend to be oriented parallel
to the flow direction on the inner side of levees. The orientation of clasts in the frontal lobes usually
showss much weaker orientation (Van Steijn 1988, Van Steijn and Coutard 1989).

Debrgs-flow material usually shows a wide range of grain sizes from clay-sized material to cobbles
and foulders. Sometimes boulders as large as several metres can be transported by debris flows.
Usually a small, but significant amount of clay-sized material is present. Several workers have
mentjoned clay contents of only a few percent. Van Steijn (1989) reports a bi-modal grain-size
distripution with peaks in the fine fraction (< 1 mm) and in the coarse gravel fraction. The material
of theidebris-flow deposits often closely resembles the material in the trigger zones. Organic material
can aJso be incorporated in the debris-flow material. The most common types of material favourable
for debris-flow triggering reported in literature are:

- in-situ regolith (Johnson and Rodine 1984, Rapp and Strémquist 1976, Tricart 1957)

- glacial sediments (Addison 1987, Bovis and Dagg 1987, 1988)

- fluvial sediments (Bovis and Dagg 1987, 1988, Pierson 1980)

- volcanic sediments (Arguden and Rodolfo 1990, Okunishi et al. 1988)

Tablg 2.3 summarizes some values of physical properties of debris flows mentioned by debris-flow
reseapchers. The wide grain-size distribution is essential for the high densities and the high
concentrations of solids reported for debris-flow material. From a computer model for packing of
multifsized spheres, Rodine and Johnson (1976) concluded, that a mixture of three different sizes
of spheres can have a solids concentration as high as 0.98. In a moving fluid, interlocking of particles
will gceur above a certain concentration. According to Rodine and Johnson (1976), this causes an
incregse in both the apparent angle of internal friction and the apparent cohesion of the fluid.
Johngon and Rodine (1984) give an example of a pebbly-silty material, where a 1.5% increase in
wategjcontent from 14% to 16.5% resulted in a strength decrease by nearly an order of magnitude.
For the mixture of three sizes of spheres (Rodine and Johnson 1976), interlocking might be
negligible up to a solids concentration of 0.89, and the strength of the flowing material will
essenfially be determined by the interstitial fluid. For realistic debris flows, they state that the solids
concentration might be as high as 0.95 without significant interlocking.

The splids concentration also influences the viscosity of the debris-flow material. Einstein (1956)
gives the following relation between solids concentration and Newtonian viscosity for a suspension
at low solids concentrations:

My = Myl +Bc) : 2.1

where: |}, = Newtonian viscosity; 0= viscosity of interstitial fluid; ¢, = volumetric solids content of debris. According
to Chen (1988a), B represents an intrinsic viscosity of the fluid and B=2.5 for mono-sized rigid
sphergs. Many other formulas relating viscosity to solids concentration have been developed, for
example Mooney (1951), Roscoe (1952), Rutgers (1962) and Thomas (1965). The following
equatfon is based on Krieger and Dougherty (1959); it shows good agreement with viscometric data
(Cherj) 1986) at high concentrations:
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Table 2.3 Physical properties of debris flows (partly based on Hovius 1990).

Property Notation Minimam Maximum Unit

Average grain size ) -1.8 1.5 [
Trask grain-size sorting coefficient Sor 2.6 25 -
Debris-flow material density (bulk) Py 14 2.6 Mg
Debris-flow material density (matrix) P 1.5 2.0 Mg'm™
Volumetric solids content (bulk) ¢ 0.25 0.86 -
Volumetric solids content (matrix) ¢ 0.40 0.60 -
Volumetric clay content [ 0.005 0.20 -
Strength T, 0.3* 5.010% Pa
Newtonian viscosity Ny 10" ) 8.0-10° Pas
Bingham viscosity e 0.01¢ 700 Pas
Average flow velocity U, 0.1 30¢ ms?
Length ! 0.2 1.2:10°¢6.0-10°" m
Volume v 1:10° 1-10"f m

*Li and Luo (1981)

® Morton and Campbell (1974)

¢ Zhang et al. (1985)

! Zeng et al. (1992)

® Martinez et al. (1995)

"subaqueous debris flows described by Masson et al. (1992)

c -Be,
Ny = Tl,;[l —z‘—) 22

where: ¢. = volumetric solids content of static debris. Relations such as equation 2.2 can account for the very
large apparent viscosities mentioned in table 2.3, as reported by Curry ( 1966), Pierson (1980) apd
Sharp and Nobles (1953). Costa (1984) observed a sharp transition from Newtomfm to non—Newtorpan
flow behaviour at p, = 1.5-1.8:10° kg'm?, which he attributes to a critical sediment concentration.
Figure 2.6 shows the relation between viscosity and water content found by Bentley (1979).

A third effect of the wide grain-size distribution is the very slow dissipation of excess pore pressures
from the debris. In a mixture of solid particles and fluid, a part of the weight of the solid particles
is carried by the fluid through buoyancy. The fluid pressure increases v&.'i.th the fraction of the load
supported by the interstitial fluid, creating an excess pore pressure in addlthn to the hyd§o§tat1c pore
pressure. The excess pore pressures dissipate as the solids settle out. In a mixture containing a V\./lfie
variety of grain sizes, the pores between larger grains are occupied by smaller grains and interstitial
fluid. This occurs at a variety of scales, and only
the pores between the smallest grains are occupied
by interstitial fluid only. Thus the connections
between these pores (pore necks) are very small.
Moreover, the interstitial fluid oftent contains some
clay, making it more viscous. The net effect is a
very slow flow of the interstitial fluid through the
pores, and thus a slow dissipation of the excess
pore pressure. The experiments conducted by
Pierson (1981) showed that excess pore pressures
could persist for several hours in a static mixture
of debris and water. The mixture was composed of
4% clay, 5% silt, 19% sand and 72% gravel with
a volumetric concentration of solids of 0.66.
According to Pierson (1981), the interstitial fluid
consisted of water and suspended clay and silt. Figure2.6  Relation between water content and

viscosity (source: Selby 1993).
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218 Debris-flow risk prevention

In prder to avoid damage to structures and loss of lives by debris flows, a wide variety of
countermeasures can be taken. These measures can be classified from soft to hard. Soft
countermeasures include all measures which attempt to reduce damage by avoiding endangered areas
or by evacuating endangered areas either definitively or temporarily. Hard measures attempt to control
dirgetly the triggering, the flow path or the sedimentation of debris flows. Differentiation must be made
betyveen debris-flow hazard and debris-flow risk (Hansen 1984, Selby 1993, Varnes 1984). Debris-
flow hazard concerns the probability, frequency, magnitude and areal extent of debris-flow occurrence,
whereas debris-flow risk concerns the potential damage by debris flows to people and structures (the
threat). In uninhabited high-mountain areas, debris flows are a natural hazard, but they do not pose
a serious risk to people and structures, so countermeasures will not be necessary.

Soff countermeasures rely on the recognition of areas endangered by debris flow. These can be
presented as debris-flow hazard maps, where a distinction may be made between hazard areas with
regard to triggering, transport and deposition. They may be based on calculations of debris-flow
hazprd from topographical information, climatic and meteorologic data and a set of equations
desgribing debris-flow triggering (section 2.1.4), flow (section 2.1.5) and deposition (e.g. Takahashi
1981a, 1981b). With this approach, debris-flow deposition patterns at the mouth of a tributary valley
werg calculated by Ikeya (1981), Takahashi (1981b) and Takahashi et al. (1981). Hazard maps can
alsqbe derived from qualitative data: topographical, geological and geomorphological maps, aerial
photos and field investigations (Bovis 1993, Chida and Hariyono 1995, Gispert 1993, Jackson et al.
1987, Suzuki and Furuya 1992). Supplemental data may come from (magnitude-)frequency analysis
of dgbris-flow deposits (Van Steijn 1996). An analysis of the material in debris-flow trigger zones may
alsojcontribute to the evaluation of debris-flow hazards. This may be done for instance by determining
matgrial composition, structure, sensitivity, brittleness or mobility (see section 2.1.5, eqgs. 2.27-2.29).
On tthe basis of such hazard maps, actions can be taken, such as the permanent evacuation of
hazgrdous zones or other measures to ensure the safety of people and structures, Hungr et al. (1984)
followed a different approach by trying to estimate the largest probable debris flow originating from
steep channel systems in the Canadian Rockies and found that debris volume correlated best with
chafinel length.

Shopt-term soft countermeasures can be taken if the debris-flow hazard areas are known. Some of
thesg measures are based on the recognition of critical values of debris-flow triggers and on the ability
to fjﬁ'ecast the occurrence of such critical situations. The critical situations may be rainfall (Brand
1998, Caine 1980, Innes 1983a, Kobashi and Suzuki 1987, Okuda et al. 1981, Okunishi and Suwa
1985, Sengo 1980), rainfall type (Rapp and Nyberg 1981, 1988), snowmelt, discharge (Kobashi and
Suzyki 1987), earthquakes or volcanic activity. Based on the expected exceedance of the critical value,
warflings may be issued and evacuation of endangered areas may be ordered (Brand 1993). More
diret warning systems may also be used. Video cameras and trip wires (Chida and Hariyono 1995,
Costa 1984, Okuda et al. 1980) have been used to detect debris flows. However, such systems are
expensive and usually leave little time between the detection of the debris flow and its arrival in the
areafto be evacuated. Therefore, they are only used when debris flows pose a serious threat in densely
poptilated areas. Together with the warning systems, efficient evacuation procedures must be
established to ensure the avoidance or mitigation of a disaster.

Harg countermeasures can also be taken (Marui et al 1997). Bare trigger zones may be reforested to
diminish erosion. Water may be drained from landslides to demobilize them and thereby prevent them
from transforming into debris flows. When debris flows do occur, they may be diverted to areas where
they|cause less damage, or they may be captured in sedimentation basins. One way to stop debris flows
is tofincrease their strength and viscosity by draining the interstitial fluid from the debris flow. This
may|be achieved by installing gratings in the flow path of the debris flow, although drainage can be

]
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difficult (Pierson 1981). The opposite may also work: by adding water to the debris flow, its viscosity
and mobility are greatly increased. The debris flow may then continue its way as a hyperconcentrated
flow or as a normal streamflow, from which the coarsest particles may settle. Intermediate between
hard and soft measures are control measures such as modified land use and careful planning and
execution of human activities. Generally a combination of the different types of measures gives the
best results with regard to the avoidance or mitigation of debris-flow hazards.

2.1.4 Debris-flow triggering

Prerequisites for the occurrence of debris flows are steep slopes, available debris, high pore pressures
and a loss of consistency of the material after initial movement. When these conditions are met, debris
flows can be triggered in many different ways. Landslides can transform into debris flows by dilatancy
or liquefaction during movement, as described by Arboleda and Punongbayan (1991), Campbell
(1974, 1975), Fleming et al. (1989), Johnson (1970), Johnson and Rahn (1970), Johnson and Rodine
(1984) and Reid et al. (1991). Takahashi (1978, 1980, 1981a, 1981b) and Takahashi et al. (1981,
1992) describe the spontaneous triggering of a debris flow by dilatancy when a water film of a certain
thickness appears at the surface of a saturated body of debris in a channel. Dilatancy is the increase
of bulk volume which causes the incorporation of additional water. Liquefaction isthe loss of strength -
caused by a (sudden) increase of pore pressure. Other possible mechanisms include spontaneous
liquefaction, damming of water behind debris dams with subsequent breaching (Costa 1984, Mora et
al. 1993, Pierson 1992), undrained loading (Marui et al. 1997, Sassa etal. 1997) or the firehose effect
caused by the impact of a high-speed stream of water (Johnson and Rodine 1984).

External forces can trigger the movement: vibrations caused by earthquakes (Martinez et al. 1995),
passing debris flows or volcanic eruptions (Pierson 1992), and impact or loading forces by snow
avalanches or mass movements (Bovis and Dagg 1987, Marui et al. 1995, Sassa 1985, Sassa et al.
1997, Selby 1993). Usually however an increase of pore pressures caused by a supply of water to the
material provides the trigger for triggering of movement. Water can be supplied by rainfall, snowmelt
(Owen 1991) or a combination of both (Azimi and Desvarreux 1974). Less frequent water supplies
include drainage of (crater) lakes (Pierson 1992), rapid snow and ice melt during volcanic eruptions,
glacial outburst floods and stream diversions. Although less frequent, such water supply mechanisms
cause the most catastrophic debris flows.

Long-duration rainfall of moderate intensity will cause a rise of both the groundwater level and the
water content in the soil, resulting in an increase in pore pressures. If the soil becomes saturated, this
causes the occurrence of saturation overland flow. Both effects are favourable for the triggering of
debris flows (Campbell 1974, Kobashi and Suzuki 1987, Luckman 1992, Pierson 1980, Wohl and
Pearthree 1991, Zimmermann 1990). For these situations the rainfall history, which may be expressed
as an antecedent precipitation index APJ, is of importance. Short-duration rainfall with high intensities
can also trigger debris flows (Kotarba 1989, Okuda et al. 1980, Okunishi and Suwa 1985, Okunishi
et al. 1988, Zimmermann 1990). In the southern French Alps, debris flows are mostly triggered by
short-duration rainstorms with high rainfall intensities. Hovius (1990) and Van Asch and Van Steijn
(1991) mention eye-witness observations of 50-100 mm/hr rainfall during 5-10 minutes causing debris-
flow triggering. In this area long-duration low-intensity rainfall and snowmelt hardly produce debris
flows.

Clearly, a minimum amount of water is necessary to trigger a debris flow. For rainfall-triggered debris
flows, a logical first step will be the determination of the characteristics of the triggering rainstorm.
The most simple approach is to give the total amount of rainfall or the mean rainfall intensity (Bovis
and Dagg 1988, Cenderelliand Kite 1998, Johnson and Rodine 1984, Luckman 1992, Ogura and Filho
1991, Pierson 1980, Zimmermann 1990). The peak intensity of rainfall related to the triggering of the
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Figlre2.7  Threshold curves for debris flows and landslides from Caine (1980) and Innes (1983a). Data:
(a) Caine (1980);(b) Innes (1983a).

debifis flow and the corresponding peak rainfall duration are more difficult to obtain, as most rainfall
gauging stations do not measure rainfall intensities on very short (< 1 hr) time scales, and often no
ga Eing station is located close to the debris flow trigger zone. Still, many workers have reported
shoft-duration peak rainfall intensities from continuous raingauges related to debris-flow triggering
or severe erosion (Blijenberg 1993b, Campbell 1974, Carling 1986, Chida and Hariyono 1995, Coe
etal, 1997, De Graaf et al. 1993, Kotarba 1992, Okudaet al. 1980, Olyphant et al. 1991, Zimmermann
1990).

@

The next step is to deduce the critical combination of amount of rainfall, rainfall intensity and rainfall
dughtion. From a literature survey, Caine (1980) has found a threshold curve for the occurrence of
deHris flows and shallow landslides. This critical rainfall intensity is a function of rainfall duration:

io= 148217 2.3

r.cr

whfe i,., = critical rainfall intensity (mmvhr); ¢, = rainfall duration (hr). Debris flows are unlikely if the critical
raififall intensity exceeds the actual rainfall intensity. This threshold can also be expressed in terms
of fotal amount of rainfall and rainfall duration:

o= 1482609

rer
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where I, , = critical rainfall amount (mm). Again, debris flows are unlikely if the critical rainfall amount
exdeeds the actual rainfall amount. Innes (1983a) also gives a threshold curve for the occurrence of
debiris flows, which differs considerably from Caine’s (1980) curve (fig. 2.7):

I = 49355:0%

rer
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Serigo (1980) gives a discriminant function for the occurrence of debris flows for the Kami-kamihori
Vajley in north Japan:

Y = 06921, -+ 0.02307  -7.42 2.6
whete I, , = total amount of rainfall in 20 minutes (mmy); /,; = cumulative rainfall amount (mm). Y becomes positive
if rainfall conditions are favourable for debris-flow occurrence. In this relation, both the antecedent
raififall and the instantaneous (20-minute) rainfall intensity are represented. Okudaet al. (1981) and
Olunishi and Suwa (1985) propose a discriminant function based on the time series of 10-minute
raipfall:

Y, = E Gl g, t con;t 2.7
J
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where ¢ =time; j = counter; a; = weight coefficient for rainfall [_
attime f-j; £, yo,.;= 10-minute rainfall intensity at time ¢-j. This C
function considers more explicitly the decreasing $o 0.05
influence of antecedent rainfall with increasing
time delay between rainfall occurrence and the
moment under consideration. Kobashi and Suzuki
(1987) found a critical effective rainfall of 55 mm L =
in the Rokko mountains in Japan from: I l

n

= i

Ir,ejf,l Z a lr,:-j 2.8 L
j=0

where /..., = effective rainfall amount at time f; a = decrease [

—

25

Tank 1

20

coefficient; i, = rainfall intensity at time tj (mm). This
function coincides with the general antecedent
precipitation index function AP/ if the decrease |
function has the form f{t) = e ™ (o = decrease o

coefficient): l | !
. 0.15

APIL = f iy o SO 2.9
0
where APl = antecedent precipitation index. Nl ~ 0.001

From the 10-minute rainfall series, a 10-minute | f
discharge series can be obtained: 0.025

Qo T > UGy, ™ E10) 210  Figwe2.8 Tank model from Kobashi and
i Suzuki (1987). Figures shown are

outflow levels (in mm) and outflow

constants (inhr"; in italics).

Tank 2

20

0.001
Tank 3

10
—ir

where: gy, = 10-minute specific discharge at time #; U, =
instantaneous unit hydrograph; i;, = infiltration capacity over
10 minutes. Okunishi and Suwa (1985) and Okunishi
et al. (1988) found that the values of the
instantaneous unit hydrograph U; in this equation closely resemble the values of g, in equation 2.7.
The critical discharge for debris-flow occurrence in the Kami-kamihori Valley appeared to be about
1200 m*/hr. Kobashi and Suzuki (1987) have investigated critical conditions for debris-flow triggering
using a tank model composed of three tanks. Their critical values are water levels in the top and
middle tanks and runoff. They give a danger index (water levels 35 mm in the top tank and 50 mm
in the middle tank, 10 mm/hr runoff), and a warning index (water levels 25 in the top tank and 35
mm in the middle tank) indicating 1-2 hours left before disaster (see fig. 2.8).

Besides these empirical measures for debris-flow triggering, physical models have been developed,
based on force equilibrium. These models also indicate a critical (ground)water level, but they do
not indicate under what rainfall conditions the critical level will be reached. For surficial landslides
transforming into debris flows, Johnson (1965, 1970) and Johnson and Rodine (1984) have developed
a model describing the triggering conditions. As the debris flow originates from a landslide, the
limiting equilibrium conditions for triggering are essentially the same as those for the triggering of -
the tranglational landslide on an infinite slope (fig. 2.9):

) shear resistance T, c’+((1 -m)p, +m(p,, - pw))gycosﬁtan@; 1l
shear stress © ((1 -m)p, + mp_w,)gysinﬁ )

where: F = safety factor; ¢ “= effective cohesion; m = relative groundwater level (0 =dry; 1 = saturated); p, = bulk density
of unsaturated debris; p,,, = bulk density of saturated debris; p,, = density of water; g = gravitational acceleration (9.81 ms™); :
y = distance perpendicular to slope; B = slope angle; @, "= effective angle of static internal friction. If F=1, the mass :
is at the point of failure; for F < 1 failure will occur and the mass will start sliding. The subsequent
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water pressUr

/ pumgycosp
tang, 212 normal stress W cosB
tanB shear stress Wsinf}

hows, that dry, coarse, cohesionless debris W =9 (m pe* (1-m) p,)
il if the slope angle exceeds the effective
of static internal friction, which may occur
rsult of undercutting or accumulation of

Figure2.9  Static forces on an infinite slope.

ding to Takahashi (1978, 1980, 1981a, 1981b) and Takahashi et al. (1981, 1992) an
ulation of debris on a gully floor may spontaneously transform into a debris flow. This
1s by dilatancy as soon as a water film of a certain thickness h, appears at the surface of a

rium model used by Takahashi is also based on an infinite slope situation. The shear stress
bth y is given by:

© = {c.(p,-pYy * pv+hy)gsinp 213

saturz}ed body of debris. Figure 2.10 gives three different situations distinguished by Takahashi. The

and the maximum shear resistance 7,by:

where:
Situat
with d

To= c_(p.\,—p[)gycosﬂtan(p; 2.14

- = volumetric concentration of solids; p, = solids density; p,= fluid density; /, = depth of surface water layer.
on 1 in figure 2.10 shows the non-stationary bed situation, where shear stress increases faster
epth than shear resistance:

L

2.15
dy dy

In thisjsituation the whole bed of debris will start to move. The combination of equations 2.13 and

2.14y

Figure
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elds the critical slope angle:

.10 Characteristic shear-strength and shear-stress distributions in saturated debris (after Takahashi
1978,1980).

tanfl > ———C—'(p“—pf) tang! 2.16
C.(Px’Pf) *Pf ’
If hy =0 or the body of debris is not fully saturated, failure may still occur. However, in this situation
there is not enough water available for the debris to dilate and lose consistency, so a landslide is
formed rather than a debris flow.
In the second and third situations in figure 2.10 the shear resistance of the debris increases faster with
depth than the shear stress:
dr
%E <% 2.17

y dy
For this situation failure can only occur if ,> 0. At a certain depth ,the shear stress and the shear
resistance are equal and up to this depth failure will occur. In situation two, where Yyis deeper than
the base of the debris accumulation, the limit of moving and stable material is formed by the gully
floor. In the third situation, not all of the debris mass will move. This is the (quasi-)stationary bed
situation. Takahashi gives an additional boundary condition for this case:

¥z dy, 2.18

where: d;, = characteristic grain diameter. If Y < d,, no debris flow can take place, only transport by
streamflow. The following equation gives the condition under which a debris flow may occur:
c.(p,- ¢, (p -
(P, ~P) tang, < tanf < ————(p‘“ °) tang!
hy c.(p=p) * 0y 2.19
c,(p-pptp 1 r—

ch
One more boundary condition is introduced by Takahashi to exclude situations in which there is too
much water for the debris to be uniformly dispersed throughout the depth of flow:
Y2 Khy 2.20

Usually k = 1. Combination of equations 2.19 and 2.20 gives the critical slope angle for the occurrence
of debris flows:

C.(P;_Pf)
1
¢ (py-p) + p,{1+—
X
This equation can also be presented in a form similar to equation 2.11. For fully saturated,
cohesionless materials (Blijenberg 1995):
c.p,-p) tang,
1] tanp 2.22

tanp =

tan(p/
) ! 2.21

F =

K
For realistic values (¢, = 0.7; p,= 2600 kg'm™; p,= 1000 kg'm*; x =0.75; tan ¢, = 0.8) debris flows
may occur on slopes between 14.5° and 22.9°. On steeper slopes, landslides occur rather than debris
flows.

¢, (p,~pp + p,( 1+

Bovis and Dagg (1988) have emphasized the importance of the hydraulic conductivity of the debris
bed. The conductivity is not a constant, but chan ges in time as a result of selective removal of finer
material by streamflow. As mean pore size increases, the conductivity will increase as well. Equation
2.23 is the empirical relationship given by Bovis and Dagg (1988) to calculate the hydraulic
conductivity:
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where: K, = saturated hydraulic conductivity; u,,= mean flow velocity; 6,= volumetric water content at saturation; H'=total
hydraulic head; s = distance in flow direction; b= coefficient (1.0 for laminar flow; 2.0 for turbulent flow). The increase
of tonductivity causes an increase of the stability of the debris mass as the discharge needed to reach
a critical groundwater level in the mass is increased. The increase in hydraulic conductivity can be
ma y orders of magnitude. Bovis and Dagg (1988) give an example in which conductivity may have

indreased by a factor 10°. Besides the Iarge increase of conductivity, the angle of internal friction
mdy increase slightly as fine material is washed out. According to Bovis and Dagg (1988) the
indrease may be about 2° from 37° for hillslope colluvium to 39° for coarse channel deposits.

=

Debris-flow research by the Department of Physical Geography of Utrecht University in the 1980's
ha§ shown that none of the above-mentioned triggering mechanisms was realistic enough for the
study area. On gully floors coarse, cohesionless debris was present, whereas on the side slopes much
fing-grained material was present. A hypothesis was formulated by Postma (1988) and Hovius
(1990) that during high-intensity rainstorms overland flow occurs which entrains much of the fine
mdterial present on the side slopes. This muddy runoff fluid has both a higher density and a higher
vigcosity than pure water. When it encounters an accumulation of coarse debris on the gully floor,
it ¢nters into the pores and destabilizes this coarse debris. The mixed material then continues to
mave as a debris flow. Figure 1.2 presents the flow chart of this hypothesis. The hypothesis differs
frdm Takahashi’s (1978, 1980, 1981a, 1981b)
model on several points:

- Takahashi assumes the presence of all
grain-size fractions in the gully, whereas in
this hypothesis a separation exists between
coarse debris on the gully floors and the
relatively fine-grained material on the side-
slopes.

- Instead of water, the fluid entering the
pores of the coarse debris is a mixture of
water and fine debris with higher density
and higher viscosity than water.

- Fluid is not only supplied from upstream  Figure2.11  Flow through a saturated debris bed

=

through the gully, as assumed by (after Postma 1988).
Takahashi, but also from the side slopes of
the gully.

Postma (1988) has given 2 mathematical formulation of the hypothesis. She assumed that instability
oflthe debris mass will occur as soon as it is fully saturated with the muddy fluid (see fig. 2.11), i.e.
when the discharge of fluid into the coarse debris equals the maximum discharge that can flow
thiough the debris. For laminar flow conditions Bernoulli’s law can be used to calculate the
digcharge g through the coarse debris between points 1 and 2 from:

Aoy a?) OO B

LA +Az = +z,~z, = qu 2.24
pg 28 pg 2g
where: o= pore pressure of fluid; » = flow velocity; z = vertical height; p,= fluid density; R = viscous resistance. The
viscous resistance can be obtained from:
As

yiK;

2.25

where s = distance in flow direction; y,= depth of flow perpendicular to slope; K= hydraulic conductivity of coarse debris
with respect to muddy runoff fluid. As can be derived from figure 2.11, fluid stress as well as flow velocity
are equal in points 1 and 2, resulting in the well-known Darcy flow equation:

q, = y,Ksinp 226
From equation 2.26 it follows that the critical supply of muddy fluid depends on slope angle, debris
depth and debris hydraulic conductivity. It is difficult to determine the hydraulic conductivity K of

coarse debris for a muddy fluid, and even more difficult for fluids consisting of a mixture of water
and fine-grained material (see chapter 5).

2.15 Debris-flow movement

Once a debris flow has started, a continuation of the movement is only possible if the moving mass
is able to retain its water, or even take up more water. A loss of consistency and strength after initial
failure will also favour the continued movement of the debris flow. The relative loss of strength can
be expressed by the strength ratio or sensitivity index S, which is normally used for clays (Skempton
and Northey 1952):

s = undisturbed, undrained strength _ 227
! remoulded, undrained strength T, -
or by the brittleness index 1, (Bishop 1973, Statham 1977):
T, - T
1, = L—=100% 2.28
Y

Buchanan and De Savigny (1990) give strength ratios of 1.62-3.05 for debris flows in the Smith Creek
basin (Washington, USA). The strength decrease after initial failure is caused partly by the decrease
of the friction angle of the material from its static value @, to its residual or kinetic value ¢’ and -
partly by the decrease of cohesion. ‘
Another measure that can be used to evaluate the possibility that a debris flow may continue its
movement is the mobility index M (Johnson and Rodine 1984):

M O
= = 2.29
B, ‘
where: 8, = volumetric water content at failure. For M > 1, the saturated water content is sufficient to assure
continued debris-flow movement without additional water (Fleming et al. 1989). Mobility can also |
be described by the effective coefficient of friction, defined by Az/Ax where Az and Ax are the total |

vertical and horizontal distances travelled by the debris flow (Bovis 1993, Scheidegger 1973).

Debris-flow movement has been described using different rheological models. Some of these models
are the Newtonian viscous fluid model (linear viscous model), the Bingham and Coulomb viscoplastic |
models and the dilatant-fluid model. The simplest model for debris-flow movement is the Newtonian |
fluid model or the linear viscous model. From figure 2.12 it can be seen that a Newtonian fluid is .
governed by: i
du
My
From figure 2.13, the shear stress can be derived, so that for steady, fully developed, laminar flow
on an infinitely wide and long slope:

2.30

T =
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. du
p,gysinp = -m,— 2.31 ayae
dy e
N (o NG ©
whefe: p, = bulk density of debris. Integrating with u=0 NS o0‘;\?“5 - \6“6\ tastic
at VY gives the velocity profile for a Newtonian %Q\)GC’Q “’a«\\,\s g \ﬂ\«\\)‘e rpnaterims
fluid: S et
p,gsinfy , .
b (}'d -y 2) 2.32 . ideal
21 9| tana=n,
In this parabolic curve, maximum velocity occurs )
at the surface and is given by: 2 fluid
su & . B v: 2 materials
p,gsinf , @
‘max ) 7 Ya 2.33 E
Thejl Newtonian fluid model has some severe @ _ . ldu
disadvantages: it explains neither the formation of fano=ny ¢ "!dyI

levees and lobes on relatively steep slopes (>10°) Rate of shear strain &
nor the observed rigid plug in the centre of some
flows nor the inverse grading of the deposits. For
this|reason, other models have been developed,
whigh can account better for debris-flow
behgviour. Still, the simplicity of this model has
led $everal workers to continue using this model
for debris flows (Hunt 1994, Rickenmann 1990).

Figure2.12  Rheological behavior of various
materials.

Bingham viscoplastic velocity profile
Newtonian fluid velocity profile

Tohnjson (1965, 1970) and Yano and Daido (1965)
have; used viscoplastic models to explain debris-
flow! movement. For a homogeneous Bingham
viscoplastic, flow will occur if the shear stress
exceeds the yield strength T, (see fig. 2.13):

d
T = Tyt d; 2.34

shear stress profile

The yield stress level will be reached atadepth y,: g igure2.13  Shear stress and velocity profiles for

Ty a Newtonian and a Bingham visco-
Yo T —— 2.35 plastic debris flow on an infinitely
p, g sinp wide slope (after Johnson 1970 and
and, |again deriving shear stress from figure 2.13, Johnson and Rodine 1984).
the Eelocity profile for flow of a Bingham-
viscaplastic material on an infinite slope is given by:
1|P,8sinf ,
_[ £ (yd - y2) - ‘Co(yd -y 2.36
Mg 2

Whigh describes a parabolic velocity profile between depths y, and y,. Above ¥, the yield strength
is not exceeded, and the material moves with a uniform velocity without internal deformation. The
velogity u,,, of this rigid plug can be found by substituting y, for y in equation 2.36:

p), & sinf
e = T]B——(YJ - )’0)2 Jor 0<ysy, 2.37
J ohx:fon (1965, 1970) also derived the velocity profile for debris flow in a semi-circular channel of
radivf r, (see fig. 2.14) with a rigid plug of radius r,:
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side view front view top view

velocity profile

laminar flow

plug flow

shear component

shear stress profile

Figure2.14  Shear stress and velocity profiles for a Bingham viscoplastic debris flow in a semi-circular
channel (after Johnson 1970 and Johnson and Rodine 1984).

1|p; gsinp
ur 4
where: » =radial distance perpendicular to flow direction. Again the velocity of the rigid plug can be obtained
by substituting , for » in equation 2.38. The rigid plug in the centre of flow has a radius:

27,
ry = —— 2.39

p, g sinp

(rj —rz)—to(rd -7 Jor rysrsry, 2.38

Forhomogeneous Coulomb-viscoplastic materials, Johnson and Rodine (1984) have developed models
similar to those for Bingham viscoplastic materials. The main difference is the dependence of the
vyield strength on normal stress:

du
T o= T, +ncdy

where 1= Coulomb viscosity; ¢’ = effective cohesion; ¢’ = effective angle of internal friction, with ¢’ = @’ fort T and
@' =, fort>1,; @’ =effective angle of static internal friction; ¢,’ = effective angle of kinetic internal friction. The yield
stress level will be reached at a depth y,:

!

= ¢’ + o'tang’ + n, 2.40

/

/ tan@,

c - (pm

P, & sinP tanp

Integration of equation 2.40 results in the following velocity profile for flow of a Coulomb-
viscoplastic material on an infinite slope:

p, g cosp
= L2 E TP fan - tangi)p2 -5 - ', )
e 2
Again, between depths y, and y, the curve is parabolic, and above y, a rigid plug exists with a uniform
velocity 1,
-4

max
N

Yo = 2.41

SJor yysy2y, 2.42

Jor O<y<y, 243

an ~ tangy){y2 -~ »2) - 'O -3

py g cosp (t
2

The debris-flow movement models based on Bingham viscoplastic or Coulomb viscoplastic; behaviour
can explain some specific features of debris flows. The models give a good explanation for the
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apparenthigh viscosities. Buoyancy, together with
the yieldstrength caused by cohesion, can explain
the abilify of debris flows to carry large particles.
Strengthialso explains the existence of arigid plug
in the centre of the flow, a phenomenon which has
been observed in natural and experimental flows.
Also, the formation of levees and lobes on
relatively steep slopes can be explained in terms
of strength of the material: once the flow thins out
to a critical minimum thickness y,, the flow will
stop. THis characteristic is used to calculate the
strength|it, of the debris-flow material from field
deposits) For Bingham viscoplastic behaviour, the
strength|ican be obtained from equation 2.35 for
flow on an infinite slope and from equation 2.39
for flowjin a semicircular channel.

The average flow velocity of a debris flow can also
be estimated from the deposits in channel bends
(Johnsop and Rodine 1984). In bends, the outer
levees are generally higher than the inner levees as
aresult gf the tilt of the flow surface in a bend (fig.
-2.15). The tilt is caused by the radial acceleration

a.:

2

a, /s

t4n3, = = —" 244
‘ goosP r, gcosP

where: 8| flow surface tilt angle in channel bend; u, =
, average flpw velocity; #, = radius of channel bend; f = siope
"angle. The average flow velocity can be obtained
-easily from equation 2.44:

uf = ,/gr,cosptand, 2.45

A short¢oming of the Newtonian viscous and the Bingham and Coulomb viscoplastic rheological
models s the absence of grain-grain interactions in these models. Takahashi (1978, 1980, 1981a)
has formjulated a debris-flow movement mode! based on the concept of dispersive pressure (or
Weisserberg effect) caused by grain collisions at high concentrations, which was introduced by
Bagnoldi(1954, 1956). Both the magnitude and frequency of momentum exchange by grain collisions
vary in direct proportion to the shear rate in the material, so the stress is proportional to the square
of the shear rate and acts normal to the shear planes. The magnitude of the resulting stresses has been
analysed by Bagnold (1954):

d 2
- aBp.\.(ld)z[—;yZ) cos@; 2.46

Figure2.15  Tilt of debris flow surface in a chan-
nel bend (after Johnson and Rodine
1984).

a

and

(=)

2
= cdtancp,/( = aBpx()»d)z[—Z—;) sintp,/‘ 247

where: o, [ dispersive stress for grains of size d; a; = constant (= 0.042); > = linear concentration of grains; 4= grain size.
The linear grain concentration X is related to volumetric grain concentration by:
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-1
A = [4—5——1] 2.48

Takahashi assumes that the grains are uniformly dispersed throughout the depth of flow y, and he
neglects the shear due to distortion of the intergranular fluid, so that normal and shear stresses may
be derived from figure 2.15. For flow in an open channel in the fully inertial range, this results in:

o, = aip_v(xdf[ - %‘yf) “cosgl = c,(p,~p)gycosp 2.49
and

T o= aipx(ldﬁ[ - —Zf) Zsintpi = (e(p, = p) +p)gysinB 2.50
Integration of equation 2.50 with u = 0 at y =y, gives the velocity profile:

)
y o= M[cr»r(l-cs)&}; f;]%_l( i %) 251
9a,d*sing, | s c, Ya Ty

According to Takahashi, uniform and steady debris flow can only occur if:

tang, < (M] tanp < tang] 2.52

c(p, - p)

Takahashi’s debris-flow model can explain the observed accumulation of the larger particles at the
surface (inverse grading) and at the snout of the debris flow. The accumulation of larger particles
at the surface is caused by the concave velocity profile: large particles at the bottom will have a higher
mean velocity than smaller particles because they project further into the flow. Also, the dispersive
stress is highest on the largest particles and near the bottom of the flow, where the sharpest velocity
gradient occurs. As a result, they will tend to ‘climb’ over the smaller particles towards the region
of lower shear gradient near the surface. Once the larger particles are located at the surface, they will
be transported to the front, because at the surface the velocity is maximal. Once arrived at the front,
the larger particles will be re-entrained by the flow or pushed aside, where they can formthe levees.
The model also accounts for the observed jostling and jumping of particles at the flow surface.

More recently, Chen (1986, 19882, 1988b) has extended Takahashi’s model to account for Coulomb
yield strength, non-uniform grain sizes and non-uniform grain dispersal. His generalized viscoplastic
fluid (GVF) model can give various velocity profiles (see fig. 2.16), and shows good agreement with
experimental data from Takahashi (1980) and
Tsubaku et al. (1982). Iverson and Denlinger (1987)
have reviewed some of the modern concepts regar-
ding debris-flow movement. New concepts have
come from studies on dry granular flows (Drake
and Shreve 1986, Savage 1984) and often use the
concepts of statistical thermodynamics (Lun et al.
1984). Others have studied solid-fluid interactions
(Davis et al. 1986, Iverson and Lahusen 1986).
Iverson and Denlinger (1987) report two other
mechanisms which can cause inverse grading:
kinetic sieving of particles which have velocity
fluctuations in the presence of a gravity field and
differences in angular momentum between diffe-

(=]

..... profiles with rigid plug
— profiles without rigid plug

dimensioniess depth y/y,

-

o
N

Dimensionless velocity Wi,

Figure2.16 Some debris-flow velocity profiles
by Chen (19882, 1988b).
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rent-sized particles in a grain-size mixture under shear. According to Innes (1983a), the clay content
of aldebris flow largely determines which model is most appropriate to describe debris-flow behaviour.
AtRigher clay contents, the Bingham-viscoplastic and Coulomb-viscoplastic models apply, whereas
atgwer clay contents Newtonian fluid models, with or without grain interactions, are more appropriate.

It igiwell-known that debris flows can transport large boulders (Innes 1983a, Takahashi 1981a). The
models described in this section all have one or more mechanisms for the suspension of solids and
for the transport of boulders. These mechanisms are:

- cohesion (provided mainly by the clay-water slurry)

- internal friction

- buoyancy (caused by the displacement of the ftuid)

- structural support (by static grain-to-grain contacts)

andlif the debris flow is in motion, two more factors can be involved:

- dispersive pressure (by grain collisions)

- turbulence

Avérage flow velocities for debris flow can be derived from the physical models presented by averaging
the|velocity over the depth of flow (egs. 2.32, 2.36+2.37, 2.42+2.43 and 2.51). For Johnson's (1965,
1970) model of debris flow in a semicircular channel, the velocity must be averaged over the flow
crofis sectional area. Empirical hydraulic formulas have also been used to calculate average debris-flow
velgcity. Some Russian hydrologists (Shamova and Sribniy, both in Gol'din and Lyubashevskiy 1966,
Khérkheulidze 1967) have used Chezy-type formulas of the form:

u_ = a y. (tanp)” 2.53

whelte: y,, = average flow depth perpendicular to slope. Others have also presented formulas for the velocity
of the debris-flow front (Li Jian et al. 1983, Syanozhetsky et al. 1973). Tsubaku et al. 1982 give the
following formula:

w = 25(y,sinp)* 2.54

wheye: 1, = velocity of debris-flow front.

2.2 Hydrologic control of debris-flow triggering
2.2(1 Infiltration

As mentioned in section 2.1.4, debris flows in the southern French Alps are usually triggered by short-
durfation rainstorms with high rainfall intensities (Blijenberg 1993b, De Graaf et al. 1993, Hovius
1990, Van Asch and Van Steijn 1991, Van Steijn 1991). In this area long-duration low-intensity rainfall
and\snowmelt hardly produce debris flows. From these observations it may be inferred, that overland
flow is generated as infiltration-excess overland flow (Hortonian overland flow) rather than saturation
ovérland flow (Dunne overland flow) or subsurface flow. The amount of overland flow triggering
deBris flows can be calculated if rainfall supply and infiltration into the ground are known. Usually
the|twater-supply rate is known and the infiltration rate can be calculated.

Flgw in and into the soil or another porous medium, is governed by two basic equations. The first
is the continuity equation or the mass conservation equation, which in the case of one-dimensional
flo in vertical direction is:

99,9

0
FYFY ‘ 255
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where: © = volumetric water content; ¢ = flux density; ¢ = time; z = depth; @ refers to partial derivatives. The second
equation is Darcy’s law, describing the flow intensity or discharge as a function of both the conductivity
of the porous material and the hydraulic gradient. For vertical flow:

oH dh 92 3

g = k3 - gk, T g Ok 2.56
dz dz 0z dz

where: K = hydraulic conductivity; H = total hydraulic head; 4 = pressure head; z, = gravity head. The combination

of these equations results in the Richard equation for one-dimensional, unsteady, unsaturated vertical

flow in a porous medium:

a6 3 96
— = —[D—+K
ot az[ 9z ) 257
where:
oh
D = Kﬁ 2.58

is the diffusivity.

One of the first major attempts to model infiltration

of water into a soil was made by Green and Ampt soll wat:r tension 0 soll \gater coenteent o
(1911). They developed an analytical solution for B 5’ L
infiltration based-on the decrease of the hydraulic / Gréen

gradient with time during infiltration. The resulting and Ampt

water-content profile is shown in figure 2.17. Their
assumptions were: J
- The initial water content, 0, is constant ( actual
throughout the non-infiltrated zone. J
- Thro_ughout the infilFratefi zone the volume  _ i e o i {4
fr'fxctlon of water, 6, isuniformand constant 4 ad lines: time 4>,
with time. :
- The change of §; to 6, at the wetting front  Figure2.17 Soil moisture distribution during
takes place in a layer of negligible thickness. infiltration according to Green and
- The pressure head at the wetting front, A, Ampt (1911).
is constant and independent of the depth of
the wetting front, z,,
These assumptions are realistic for infiltration into coarse-textured soils with low initial water content,
such as the regolith cover on slopes in debris-flow trigger zones in the study area. From the second
assumption it follows that throughout the transmission zone the hydraulic conductivity of the
transmission zone, K,, is constant. Also, the flux density is uniform thronghout the transmission zone.
Using the latter two assumptions and the assumption that the ponded water layer at the soil surface
has a negligible thickness (5, =0 at z=0), Darcy’s law can be rewritten for vertical, downward flow:

i=gq = —K(‘—a—h-—l) = K,
wf

where: { = infiltration capacity. From figure 2.17 the total amount of infiltrated water, I, can be obtained
at any time ¢, because continuity demands that:

N

depth z

ﬂq
Z

2.59

- dn
I = f 6,-8)dz = (8,-6)z, 2.60
z=0
so the infiltration capacity can also be written as:
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dz
T Y i 2.61
dt dt
Comnbining equations 2.59 and 2.61 gives:
h dz
K- = (6,-6)—1 2.62

zZ

wf
In the initial phase of infiltration, the pressure head gradient &,,/z,,exceeds the gravity head gradient
by far and infiltration is dominated by the pressure head gradient. Therefore the gravity head may
be fieglected for the early phase of infiltration:

h dz
K = (6,-0)—2< 2.63
2y dt
Intggration with the boundary condition z,,= 0 at £ =0 gives:
%
-2Kh
Z, = L 2.64
d 9,-6,

This shows that the depth of the wetting front is proportional with the square root of time for small
t. Gombining with equation 2.60 results in:
I = [-2Kh(6,-8)1"" = St* _ 2.65

where S is the sorptivity, which physically represents the suction of water into a soil by the matric
forgies of the soil. The sorptivity depends on the hydraulic conductivity of the transmission zone, on
thellpressure head at the wetting front, and on the difference between initial and final water content
of the soil:

S = [-2Kh,(6,-0)1" 2.66

Fotla given, homogeneous soil, X, and 6, are constants, and only 8; and 4,(which in turn is a function
of §,) vary in time. Thus for a given soil the sorptivity only depends on the initial water content.

Fofj larger ¢, the contribution of the pressure head to the infiltration process diminishes and gravity
can no longer be neglected. Equation 2.62 can then be written as:

K, dt g 2.67
. = Y 4z
wf o
e! - ei wa_ hwf
Intggration with boundary condition z,,= 0 at = 0 results in:
6,-6, Zy
t = Zyth,nt 1 -— 2.68
K: hwf
Th logarithmic term can be substituted by a power-series expansion of the form:
N i
m(-x - & 2.69
i=1 L
whire: x = z,,/h,,. Substitution in equation 2.68 and rearranging gives z,,as a function of z:
Z = ajt¥rayrrart e 2.70
where:
"
-2K.h
a, = L 271
6,-9,
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2 3(6,-9) 2.72
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Combination with equations 2.60 and 2.66 results &

in a solution for the cumulative amount of &
infiltration: = K

I = A%+ %K,t +A3t3/2 oo 274 time ¢

where: Figure2.18 Infiltration capacity functions of

Green and Ampt (1911), Philip

4 = [2Kh,0,-0)]" = S 275 (1957) and Horton (1933, 1939),
A, = ) 2.76
} 18h,,(6,-6) '
Neglecting the third and higher terms, equation 2.74 becomes:
I = St"+2Kt 2.77

Philip (1957) obtained a similar power series expression for vertical, ponded infiltration:
I = St¥+Kt+a™+ai’+.. 278

For vertical infiltration, the first two terms are usually sufficient (Dunin 1976, Philip 1957), resulting
in Philip’s (1957) equation for cumulative infiltration, from which the infiltration rate of a soil under
vertical, ponded infiltration can be derived:

;- lgph
i 2S),‘ +K 2.79

Equations 2.77, 2.78 and 2.79 show that sorptivity is the dominant factor controlling infiltration in
the early stage of infiltration, whereas hydraulic conductivity (steady state infiltration capacity)
determines the later stages of infiltration (see fig. 2.18). Sometimes the saturated conductivity, K,
isused instead of K or K,. Usually however, K and K, are less than K. This is caused by the entrapment
of air bubbles during infiltration and by the fact that macropores only contribute to infiltration under
saturated conditions. From equations 2.77 and 2.78 it can be seen that K = %K. According to Dunin
(1976), for most soils the hydraulic conductivity meets the following criterion:

1 K 2

el i gad
3 K, 3 2.80

Another infiltration equation is given by Horton (1933, 1939), who also observed that infiltration

under ponded conditions decreases from an initial rate i, until it reaches a constant rate i, (fig. 2.18):
o= Qv (y-i)e™ 2.81

where: = decrease coefficient. In this equation, ., is Horton's (1933, 1939) equivalent of K. Raudkivi (1979)

showed that Horton's equation can be derived from the Richard equation. Assuming K and D to be
constant, Richards equation reduces to a standard diffusion equation:

2
3 _ pom

P Py 2.82
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222 Infiltration envelopes

In natjire, ponded infiltration rarely occurs immediately after the start of rainfall. When it does occur,
it usually happens on impermeable surfaces such as solid bedrock. On a porous medium, surface
pondipgusually starts after a certain time has elapsed after the start of rainfall, or it may not take place
at all|lIf the steady state infiltration capacity K exceeds the rainfall intensity, all the water supplied
by rainfall will infiltrate. In this situation, no infiltration excess overland flow will take place, although
saturation overland flow may take place once the storage capacity of the regolith is exceeded.

A different situation may occur if the rainfall intensity exceeds K. Initially, the infiltration rate will
equaljthe rainfall intensity, and all water will infiltrate into the regolith. As rainfall continues, the
amount of infiltrated water in the regolith increases, and therefore the infiltration capacity decreases.
At a gertain moment it will be equal to the rainfall intensity. After this moment, called the time-to-
ponding #,, the rainfall intensity exceeds the infiltration capacity and surface ponding occurs. The
valuelof 7, depends on the rainfall intensity: 7, increases with decreasing rainfall intensity. For rainfall
intengities approaching K, ¢, tends toward infinity. The curve describing this relationship between
rainfall intensity and time-to-ponding is called the infiltration envelope. The infiltration envelope
and ifs relationship to the infiltration curve are shown in figure 2.19.

Using Philip’s (1957) equations 2.78 and 2.79, for

the infiltration envelope can be derived. The

folloying assumptions are used:

- The infiltration capacity, i, depends on the

total amount of infiltrated water, [ (= t,'1,).

- Under non-ponded conditions, infiltration

takes place with a constant rate, i, which is

equal to the rainfall intensity, i,: i = i, for

0<t<t,

- The rainfall intensity is constant.

- The rainfall intensity exceeds the steady state

infiltfation capacity: i, > K.

Frorrmhe first and second assumptions it follows time ¢

that ynder conditions of ponded infiltration the  Fjgure2.19 Relation between infiltration rate

critefiion i = i, will be attained sooner (at time t.) and the infiltration envelope.

than hinder conditions of non-ponded infiltration

(at tigne 2,). . can be calculated from equation 2.79:

SZ SZ
t = =
T 4i-K? 43, -K? 283

CombBining equations 2.83 and 2.78 with the second and third assumptions gives #,:
P .

: =TI . S\/z_ Kt _ 2 2.84

r kL 2 i (l, - K)

is Philip’s infiltration envelope function. For ¢ > 1, the infiltration capacity behaves according to

equatjon 2.79, but with a shifted time coordinate t' = £ - (¢, - #.). Using the same assumptions, Chow

et al.[{1988) give an equation for infiltration envelopes based on Horton's (1933, 1939) infiltration

equatjon 2.81:

... ponding point
pre-ponding infiltration

infiltration rate i

steady state infiltration capacity K
non-ponding infiltration
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where K is used instead of i,. A third infiltration envelope function is given by Smith and Parlange
(1978):
l,, 2
[idt = o
2K

i
i- K] 2.86

3

where: f i,dt = total amount of rainfall from start of rainfall until time-to-ponding.
0

2.2.3 Overland flow

On steep slopes there is little opportunity for actual ponding. The water that does not infiltrate into
the soil will immediately start to flow down over the slope, thus generating overland flow. On
interrill areas, a more or less uniform, sheet-like film of water will flow over the entire surface. In
more detail, sheetflow shows small tracks where water is concentrated as a result of the effect of
surface irregularities on the flow pattern. Blijenberg (1993b), Blijenberg et al. (1996) and De Graaf
et al. (1993) called such preferential tracks micro-rills. Downslope, the amount of water increases
and the flow begins to concentrate in rills and further downslope the rills join in gullies. Together
with these changes in flow concentration and flow depth, the flow behaviour will change. In
sheetflow, the flow character is assumed to be laminar, but in rills and gullies flow usually behaves
turbulent. The Reynolds number, Re, indicates whether the flow is laminar or turbulent. For
sheetflow:

pwumzw

Re = 2T~ 2.87
nw
and for open channel flow:
pW um T,
Re = —2mt 2.88
T]W

where; p,, = density of water; u, = average flow velocity; z, = flow depth; r, = hydraulic radius of channel flow; 1, =
viscosity of water (= 0.001 Pa's at 20°C). Flow is laminar if Re < 500, for Re = 2000 the flow is turbulent
and for 500 < Re < 2000 the flow is transitional between laminar and turbulent. The average velocity
for uniform, laminar sheetflow on an inclined plane can be derived from equation 2.32 by averaging
the velocity over the flow depth (Robertson and Crowe 1975):
2.
u = PuTsb 289
31,

and Manning's equation gives the velocity for fully turbulent flow:
23 p\1/2
Th (Slnﬁ)

n

2.90

m

where: n = Manning’s roughness coefficient. Table 2.4 presents some typical values for Manning’s
coefficient. The applicability of Manning’s equation on very steep slopes remains uncertain.

53



Table 2, Typical values of Manning's roughness  On steep slopes, gravity eases the entrainment of

coefficient. material by the flow. This increases both the

Terrain/fnaterial Manning'sn  density and the viscosity of the overland flow

Concret 0.012-0.014 fluid compared to pure water. As a result, the

Gravel Bottom with: velocity and the Reynolds number decrease, so

conctete sides 0.020 the entrained sediment will suppress fluid

mortgred stone sides 0.023 turbulence. The rainfall also has an effect: the
riprap sides 0.033 . .

. impact of raindrops on the overland flow surface

Excei‘;ta; d channel in: 0.022 causes disturbance of the flow, increasing

Erav 0.025 turbulence.

Mountath stream with cobbles/boulders  0.050

Natural Stream channels: Catchment discharge can be calculated by routing

clean| major stream 0.025 the flow of water through the catchment using the
cleany straight stream 0.030 flow equations presented. This can only be done
clearyj winding stream 0.040 i input data i
winding with weeds and pools 0.035-0.070 acc%rabt;aly bl ft a larlgle ?:1 Ol'.mt Of 1np Al 13
with heavy brush and timber 0.100 available, but usually this 1§ not so. umpe

Flood plbin with: mode] may then just as well be used to calculate

pastyfe 0.035 catchment discharge. One discharge model is the
field (erops 0.040 tank model of Kobashi and Suzuki (1987)
lightlorush and weeds 0050 described in section 2.1.4 (fig. 2.9). Even simpler
g::: :)r:‘:sh 8:%8 is the negative exponential model, giving a direct
Fallow lnd 0.08 relation between the f;atchn}ent discharge and the
Grasslajt 0.12 amount of water available in the catchment:
. Woodlagid 0.15 Q = aVe™ 2.91

Based ofi Chow et al. (1988), De Roo (1993) and

' Richardd (1982). where: O = discharge; V = total amount of water; o =

recession coefficient.

2.3 Dating of debris-flow deposits
2.3.1 Introduction

‘When material is transported and deposited by a debris flow, it causes some small-scale changes in
both the slope morphology and the environmental conditions. These changes serve as the basis for
a dating of the debris-flow deposits. Obviously, the morphological changes formed by the track and
the deposits of a debris flow may be recognized in the field and on (aerial) photographs. Thus time
series @f site visits or photographs may reveal information on the occurrence of debris flows within
a certajn time frame. Such information, however, is not readily available. Where it is available, the
formerpften concerns a spatially limited area and the latter usually reveals the situation only at a few
momeiits in time, Therefore, debris-flow activity in the past must be investigated through methods
which fequire only a single field campaign. Several dating methods are available to this end. In more
densely populated areas, archives can sometimes be a source of information. Finally, radiocarbon
dating|l*C has been used (Rapp and Nyberg 1981), but this method is surrounded with difficulties
(Matthews 1980). Dendrogeomorphology and lichenometry are more common dating methods.
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2.3.2 Dendrogeomorphology
qomplacent tree sensitive tree
Trees and shrubs that form annual growth rings, ~ fings of uniform width ~ rings of varying width

di . £ h inthei provide little or no record provide a record of
may respond inavarlety of waystochangesintheir  ofvariations in climate  variations in climate

environmental conditions and record these changes H:I:I:I:I:I:H:m:, " I"I II' — A
\4

P

intheir growth pattern. The term dendro-chronology

refers to the general science of dating the annual

growth layers in woody plants and the exploitation
of associated environmental informa-tion (Shroder

1980). Dendrogeomorphology is a branch of

dendrochronology that uses plant ecology and

dendrochronological data to inves-tigate the
occurrence, intensity and chronology of

geomorphologic phenomena (Alestalo 1971).

Another branch is dendroclimatology, which

extracts climatic information from tree data (Fritts

1976). Fritts (1976) mentioned some concepts vital to the use of dendrochronological information:

- Uniformitarianism. The present is the key to the past: Present day processes must be the same
types of processes that acted in the past.

- Growth limiting factors and sensitivity. Only trees that are sensitive to changes in an
environmental factor and also grow on a site actually affected by that environmental factor
may yield information on that factor (fig. 2.20).

- Cross dating. In some years, trees grow more than one layer, or no layer at all. In order to
accurately date the time of formation of any individual ring, such false or missing rings must
be identified. This can be done by and comparing sufficient samples from multiple trees.

- Replication. Objective methods and criteria must be used when processing tree-ring data. This
was also mentioned by Shroder (1980), who noted that the use of carefully researched statistical
procedures was common practice in dendroclimatology, butnot in dendrogeomorphology. More
recently, Braam et al. (1987a, 1987b) have employed statistical tests to date mass movements
from tree-ring data.

Figure2.20 Complacent and sensitive trees.

Physiological processes in a tree determine its growth. Hormones regulate the growth, which usually -
is strongest in a vertical, upward direction. The growth takes place in the cambium, a tissue situated
immediately behind the bark where cells divide into phloem (inner bark) and xylem (wood) cells.
Phloem conducts food and produces new bark. Xylem conducts water and produces the supporting
tissue of the tree. .

Inmid and high latitudes, climatic seasonality causes trees to develop distinct layers of woody tissue:
tree rings (see fig. 2.21). Growth starts in spring with the development of large, thin-walled cells forming
the earlywood which makes up the inner part of the annual increment. Later in the year changes in
external factors cause the formation of smaller, thicker and darker latewood. The transition of this
latewood to next year’s earlywood is usually marked by a sharp boundary. The new tissue formed
every year roughly forms a cone of wood stacked upon previously formed cones. In a cross section
through the stem, this shows up as a ring.

Usually the cone of new-formed wood is continuous and more or less uniform throughout the tree,
but this is not always the case. Double or multiple rings may form if during the growth season the .
tree growth has been interrupted by periods of unfavourable weather or mechanical injury (Alestalo
1971, Glock and Agerter 1963; fig. 2.21). Alsorings may be locally or completely absent, for instance
ifthe growth season has been unfavourable altogether. Double, multiple and missing rings are a possible
source of dating errors, so they must be identified by careful investigation of the cell structure (double
rings usually do not show the sharp transition that characterizes the boundary between latewood and
the succeeding earlywood) and by cross dating of tree-ring samples (figs. 2.21 and 2.22).
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~———— Bark

— Cambium

Annual ring

Latewood

Earlywood

- Figure2121  Cell structure in a cross section of a

conifer (source: Bradley 1985). Figure2.22 Cross dating of tree rings (after

Bradley 1985).

Factorslinfluencing tree (ring) growth are numerous.
" Firstoffall, tree-ring width generally decreases with
. theagelofthetree (fig. 2.23). Some climatic factors
are sunshine, temperature, water availability, frost
and wind. Other environmenta] factors are for
instandg slope angle, slope aspect, animal activity,
human| activity and geomorphic processes.
According to Shroder (1978, 1980), a process
produces a number of events affecting trees which ) P S R S R R )
respond in different ways to these events. The 1900 1920 1940 1960 1980 2000
procesg-event-response system concept should be Calendar year
useful for handling large amounts of information
(Shroder 1980). Processes may lead to one or more
of the following events (Alestalo 1971, Shroder
1978, 1980):
- Inclination, or tilting of a tree,
- Khear of rootwood or stemwood,
- Corrasion, or removal of bark tissue and sometimes cambium and wood tissue as well,
Burial of stemwood, caused by deposition of sediment around the tree,
- Exposure of rootwood, caused by erosion of the substrate on which the tree grows,

4

4

ring width (mm)

Figure2.23  Decrease of ring width with tree age.

nundation or flooding by water, and

Vudation, the formation of an unvegetated surface, either by the actual formation of new land
or by the removal of existing vegetation.

And the resulting responses can be any of the following:
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- Reaction-wood  growth, generally the
geotropic, or gravity-growth control,
response of a tilted tree to return its growth
to vertical and strengthen the lower part of
the stem. In conifers, reaction-wood occurs
as compression wood on the underside of the
inclined tree. This compression wood consists
of yellowish and reddish brown, short, thick
walled dense cells. As a result, annual rings
show eccentric growth with the fastest growth
inthe compression wood on the lower side of
the tree and the slowest growth on the upper
side. In deciduous trees, reaction wood is A A A
formed as yellowish to gray tension wood  Figure2.24 Tilting of a tree by mass movement
with long dense cells on the upper side of the followed by trunk curvature and
inclined stem. Here the eccentric growth is eccentric growth of annual rings
greatest on the upper side of the stem. (after Brazm et al. 1987b).
Inclination generally leads to reaction-wood
growth (fig. 2.24), but other factors may also
cause reaction-wood growth.

- Growth suppression, this is the general
growth retardation of a tree which results in
narrower tree rings. Burial, exposure and
inundation generally lead to growth . .
suppression. In severe cases, growth ceases Figure2.25 Cross section through an injured tree
altogether and the tree dies. Sh°wm€ partial cover Oft:‘e scar by

- Growth release, which is the opposite of niew catousmargin grow
growth suppression and causes the formation
of wider tree rings. This is generally the case after nudation, when a tree is left without
competitors. Also short-term flooding of a generally dry location may lead to growth release.

- Ring termination and new callous growth, which occurs as a result of shear or corrasion. The
scars slowly become covered again with new callous margin, younger wood and bark. The new-
formed tree rings meet the older, weathered rings at an angle, as can be seen in figure 2.25.

- Sprouting ofnew branches or roots. After burial, new roots may develop in the freshly deposited
layer of sediment.

- Succession, which is the normal development series of plant communities leading to a state of
relative stability (the climax). This is the normal reaction to nudation.

- Miscellaneous structural and morphological changes in internal or external wood character.

Bradley (1985) generalized these events and reactions into two groups yielding different types of dating

information:

- Providing minimum ages for the substrate on which they are growing, corresponding to Shroder’s
(1978, 1980) nudation-succession (process-)event-response system, and .

- Dating events which disruptedtree growth, corresponding to the other event-response systems.

With regard to debris flows, possible events are: inclination, corrasion, burial of stemwood, exposure
of rootwood and nudation. Inclination may occur ifa debris flow hits the tree and pushes it downslope
will lead to reaction-wood growth with eccentric tree rings (fig. 2.24). In the case of debris flows,
nudation consists of the formation of 2 new surface caused by the deposition of sediment on which new
trees may start to grow. The oldest trees on a debris-flow deposit may therefore provide information
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onlthe minimum age of that surface. There are two possible sources of error associated with this type
oflinformation. Firstly, the oldest tree present does not necessarily have to be the first tree to have
started growing on that surface and secondly, there may have been a considerable time between the
nuglation event and the invasion of the first trees, the so-called ecesis period (Sigafoos and Hendricks
1969). Shroder (1980) mentioned that ecesis periods can range from one to more than 100 years.

Cqrrasion may occur by the debris flow itself if it still has considerable eroding capacity. Also, large
stqnes separated from the flow may cause the damage. Some degree of growth suppression can be
expected from this, as well as new callous growth and gradual disappearance of the scar. Exposure
offoots may occur if the tree was standing in the flow channel of the debris flow. In this case, the
rogts are likely to be damaged, and severe growth suppression may be the result. Burial occurs when
thel debris-flow deposits sediments around the tree. These can be levee deposits as well as terminal
deposits. The tree itself may be the trigger for the deposition of material. When burial occurs,
cofrasion of the tree is not very likely. Burial can cause growth suppression and sprouting of new,
adyentitious roots just below the new surface (Strunk 1989, 1991). Figure 2.26 shows that there is
a dritical depth of burying by a single event. The data were obtained by Strunk (1991) for burial of
spliuces (Picea abies) by debris flows on debris-flow cones in the Dolomites of Prags, Italian Alps.
Often, an event attributed to a debris flow can be caused by another process just as well. For instance,
cofrasion may also occur by rockfall or by snow avalanches. Inclination may also be caused by other
types of mass movement, by snow creep or by severe storms, and nudation may also be caused by

the stem are less likely to be erroneously attributed

£ i withered trees to the. debris-flow process. Thi's clearly is a
b potential source of error when dating debris-flow
£ T critical depth deposits with dendrogeomorphology. Another more
3 - potential source of error concerns the obtained
] lwmvsittrr]ees date. If a debris flow causes an event in a tree, for
3 adventitious roots example inclination, the reaction of the tree may

0 be delayed. A delay of one year in recording of the
Figure2.26 The effect of burial by a single event will certainly occur if the debris flow took

place after the growing season: in this case the
reaction cannot be recorded any sooner than the
next growing season.

debris flow on the growth of Picea
abies (after Strunk 1991).

Shroder (1980) mentioned four possible types of samples that can be taken from a tree: cross-cut,
lofgitudinal cut, or wedge-cut sections, and cores. Section type samples usually provide better and
mgre reliable information, but also destroy the tree. Core samples hardly affect tree growth. Therefore,
mést studies rely on information derived from cores. The samples can be used for at least four types
ofldating methods: ring width measurement (Fritts 1976), ring density measurement (Schweingruber
etfal. 1978, 1988), D/H or '*0/'Q isotope variations (Epstein et al. 1976, Jacoby 1980), and event-
refponse plotting (Shroder 1978). Ring width analysis is the simplest and most commonly used
mgthod.

The tree-ring width data can be analysed in three different ways. The first and simplest way is to count
thg number of rings to obtain the age of the tree. This is relatively straightforward. It is used in the
case of nudation and (primary) succession, where only one sample is needed for each tree. The
problems with this technique have already been mentioned. In the case of corrasion and the subsequent
refiewed callous growth, two samples from the same tree must be compared, one taken through the
wound and one taken'in an undamaged part of the tree. The growth patterns in the period before the
damage are the same in both samples, and these patterns must be synchronized. Such synchronization
my be performed visually or statistically. The number of rings produced in the undamaged part of
the tree since the infliction of the wound provides the date of corrasion.

snow avalanches. Exposure of roots and burial of

The second method involves the overall reaction of tree-ring width growth, related to growth
suppression and growth release. The last method involves the analysis of differences in ring width
growth in different directions. To this end, the tree-ring eccentricities must be calculated. The
eccentricity of the tree rings is given by Alestalo’s (1971) formula (fig. 2.24):

Ta

E = —
T 2.92

or by the more sensitive formula given by Braam et al. (19872, 1987b) and Weiss (1988):

Ty = Tc
= O 2.93
rAj + rCl
where: E; = eccentricity of ring j; r4, ra; and rc; are the widths of ring j in the downslope, upslope and slope-parallel
directions respectively. In analysing tree-ring widths and tree-ring eccentricities, it must be kept in mind
that there are always slight variations occurring in these measures, which are caused by reactions
to other factors than the one under investigation. Using a procedure known as the Split-Moving
Window or SMW test (Braam et al. 1987b, Webster and Wong 1969), large, significant changes in
one of these measures can be separated from small, insignificant changes. The SMW test is
explained in more detail in chapter 9. Before the SMW test is used on ring widths, the ring widths
should be standardized by correcting for the general decrease of ring width with age (Fritts 1971),
although this is Jess important when searching for sudden changes in growth. Standardization is not
necessary when working with tree-ring eccentricities.
Where more than one tree can be influenced by a particular process, for example on landslides, not
all trees may show a reaction to activity of the process. For any year (or for any event), the Event-
Response Index may be calculated from (Shroder 1978, Braam et al. 1987b, Weiss 1988):

E

N, .
ER, = -]-é—'i&()o% 2.94

4
7

where: ER; = Event-Response Index for year j, N, ;= number of trees showing a response in year j, and N, = total number
of sampled trees alive in year j. Event-Response Index values depend on the distribution of the analysed
trees in relation to the process.

2.3.3 Lichenometry

Lichenometry is based on the use of lichens to determine the age of the substrate on which these
lichens are growing. The method may provide relative or absolute ages and has been widely adopted
especially in environments where other dating methods cannot be used, such as arctic and alpine
environments. Lichenometry is a relatively young method, effectively initiated by Beschel’s (1950,
1961). Still a number of difficulties surrounding the method exist.

The main type of lichen used in lichenometric studies is the Rhizocarpon subgenus, a yellow-to-
green crustose lichen common in arctic and alpine environments. As crustose lichens grow on rock
surfaces, the use of lichenometry as a dating technique is limited to bedrock surfaces and coarse
deposits. These include geomorphological features like moraines (Begét 1994, Bickerton and
Matthews 1992, 1993, Evans et al. 1994, Haines-Young 1983, Mahaney and Spence 1989,
McCarroll 1994, Rodbel}l 1992), rock glaciers (Hamilton and Whalley 1995), stush avalanches
(André 1995, Bull et al. 1995), landslides (Bull et al. 1994), rockfalls (Bull et al. 1994, Orombelli !
and Porter 1983), debris flows (André 1995, De Redelijkheid 1988, Innes 1983b, 1985b, Kotarba {
1989, Overbeek and Wiersma 1996, Rapp and Nyberg 1981, Van Steijn 1991, 1996) and periglacial |
phenomena (Cook-Talbot 1991, McCarroll 1994). Many other phenomena have also been dated
using lichenometry. These include natural phenomena like earthquakes (Smirnova and Nikonov
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Figure2.28‘ Cross section of an areole (after
Benedict 1988).

2.27 Main features of a crustose lichen
thallus (after Innes 1985c).

former snow cover extent (Benedict 1993) and river floods (Innes 1985c¢) and anthropogenic
mena, for example the stone images on Easter Island (Follmann 1961).

1s are symbiotical communities of algae and fungae. The fungae provide a protective

is called a thallus. Foliose lichens form small bush-like thalli, whereas crustose lichens are
c-like forms growing so close to the rock surface as a crust that they are practically inseparable
he rock surface. Figure 2.27 shows the main features of a typical crustose lichen thallus,
arpon. It consists of a thin, black, fungal layer, the prothallus, upon which the areoles and

envir@ment for the algae, which in turn provide carbohydrates by photosynthesis. An individual

algal
areol
proteq
which

Taxon

to sub
The

Rhizo
acid (
(1985
micro
Poelt
19853

Table 2,

ciaare situated. Along the margins, only the prothallus is present. The apothecia are black spots

od producers and the storehouses for food and water (Benedict 1988). Figure 2.28 shows an

in cross section. The transparent top layer or cortex consists of interwoven fungal hyphae and
s the algal cells immediately beneath the cortex. Below the algal cells we find the medulla,
also consists of interwoven fungal hyphae and acts as the storage for food and water.

prodqu’ing spores. The areoles are the ‘greenhouses’ maintained by the fungus for the benefit of its

omic subdivision of lichens into species is based on the fungal component (Benedict 1988).

enus, section, species and subspecies level is based on morphological and chemical features.
hizocarpon genus can be subdivided into the subgenus Phaeothallus and the subgenus
arpon, with the latter having 2 yellow-greenish colour caused by the presence of rhizocarpic
hnes 1985a). This subdivision is relatively easy to carry out in the field. According to Innes
), field identification is often possible to section level, but further subdivision requires
copic details and chemical tests and cannot be carried out easily in the field (Benedict 1988,
988). Figure 2.29 shows the subdivision of the Rhizocarpon species to section level (Innes
and table 2.5 shows the subdivision to species level.

The cl:Essiﬁcation of lichens is extremely complex. Criteria for the subdivision of Rhizocarpon genus

5 Classification of the Rhizocarpon subgenus (after Innes 1983d and Poelt 1988).

Section|

Species

Alpicol.
Rhizocq

R. alpicola, R. eupetraeoides, R. inarense.

rpon R atroflavescens, R. carpathicum, R. ferax, R. furax, R. geographicum (L.) DC., R. intermediellum,
R. lecanorinum, R. macrosporum, R. pulverulentum, R. rapax, R. riparium, R. saanense, R.
sphaerosporum, R. sublucidum, R. tavaresii, R. tinei (s. str.).

Superfidiale R. dispersum, R. effiguratum, R. norvegicum, R. parvum, R. pusillum, R. superficiale.

Viridiat

Fum R. atrovirellum, R. dinothetes, R. kakurgon, R. lusitanicum, R. oportense, R. subtile, R. tetrasporum,
R. viridiatrum.
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As classification of lichens is complex, many genus Rhizocarpon
misinterpretations are probably present in the
literature. Innes (1985a) reported seven different  gypgenus Phaeothallus Rhizocarpon

names involving Rhizocarpon and/or geogra- |

phicum. For many of these cases, Innes suspected gy 1 picoa Rhizocarpon Superficale Viridatrum

that only a yellow-green Rhizocarpon is being :

referred to which could be any number of species.  Figure2.29 Classification of the genus Rhizo-

Innes (1985a, 1985c¢) therefore recommends that the carpon (after Innes 1985a).

terms corresponding to the level of classifi-cation

are used:

- Subgenus level, for the entire yellow-green Rhizocarpon subgenus,

- Section level, where identification to section level has been made; e.g. Rhizocarpon section
Alpicola,

- Species level, where the actual species has been determined, for instance using the manual by
Poelt (1988); e.g. Rhizocarpon geographicum (L.) DC.

Crustose lichens commonly show radial growth and for this reason they are the main type of lichens
used in lichenometry. Figure 2.30 shows a sigmoidal growth curve, which is believed to be the
appropriate growth model for Rhizocarpon species
(e.g. Innes 1982b). Three features of the growth Apicd?
curve are apparent. Lichen growth starts with a o0

period in which the growth rate steadily increases,
the prelinear phase. During the first part of the
prelinear phase, the thallus is not yet
(macroscopically) visible. This periodis called the
colonization time. In the linear phase, the growth
rate is highest. This is also known as the great
period of growth (Beschel 1950). After the linear
phase, the growth rate gradually decreases (the
postlinear phase) and finally the lichen wil start to
show signs of mortality. The duration of the linear ~ Figure2.30 ~ Growth curve models for Rhizocar-
and postlinear phases appears to be size-dependent PZ: l;i};ﬁf; ;‘(ﬁ;;?éocfgﬁﬁlizzxgz
ratl.ler than agejdepen.dent (Inngs 198§c). For ’l;y ’Rhizocarpon wipicola (after
Rhizocarpon section Rhizocarpon, lichen diameters Innes 1982).

up to 150 mm may be safely used without effects of

mortality (Innes 1985c). )

The apparently linear relations between lichen size and age found by several authors (e.g. Gordon and
Sharp 1983) probably represent only a small part of the actual growth curve. Hamilton and Whalley
(1995) also constructed a linear growth curve for Rhizocarpon geographicums.l. in northern Iceland
using data from Caseldine (1990), Haberle (1990) and Kugelmann (1990). Semi-logarithmic growth
curves for Rhizocarpon have been found by Orombelli and Porter (1983) and Bickerton and Matthews
(1992) and log-log relations between lichen size and age have been used by Innes (1983b, 1985b).
Growth rates are usually expressed in mm/century, which is also called the lichen factor. For the
Rhizocarpon subgenus, a variety of growth rates has been reported, as shown in table 2.6, Figure 2.31
shows some reported growth curves for Rhizocarpon geographicum.

Thallus diameter

Substrate age

Lichen growth differs among Rhizocarpon species. In many studies, the terms Rhizocargon
geographicum s.\. or Rhizocarpon geographicum agg. are used to indicate that lichen determination
has been carried out to subgenus level. In these studies it is assumed that only one species will actually
be measured: the fastest growing species. According to Innes (1982b, 1983d), this assumption is
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incorrect. Figure 2.32 shows the largest Rhizocar-
pon alpicola and section Rhizocarpon lichen thalli
growing on debris-flow deposits in Austerdalen,
Norway (Innes 1983b). On young deposits, section
Rhizocarpon thalli are generally larger than Rhizo-
carpon alpicola thalli, whereas on older deposits
this is reversed. The reversal occurs at diameters of
about 100 mm. The growth curve models that can
account for this relation are shown in figure 2.30.
This relation implies that if section Rhizocarpon or
Rhizocarpon geographicum growth curves are used
for dating, but field identification is carried out at
subgenus level, deposit ages will be overestimated
for deposits with thalli >100 mm if Rhizocarpon
alpicola is present. At other locations, the relation
between the largest thalli of both lichens differs
slightly, which Innes (1985c) attributed to the
narrower ecological range of Rhizocarpon alpicola.
Lichen growth is affected by many environmental
factors. Furthermore, different species of lichens
respond differently to changes in environmental
factors (e.g. Haines-Young 1983). Innes (1985c)
presented a long list of factors affecting lichen
growth (table 2.7). Substrate is important in two
ways. The surface texture determines whether or
not lichens can easily colonize the surface. Lichen
establishment is inhibited on extremely smooth
surfaces. Rapidly weathering rocks may also
prevent lichen establishment. The chemical
composition of the rock is also important. Many
Rhizocarpon species are calcifugous. Another
lichen species, the bright-orange Xanthoria elegans,
grows preferably on limestone and other nutrient-
rich substrates (De Redelijkheid 1988). Substrate
stability influences lichen growth, because lichens
can only start continuous growth after stabilization
of a deposit. The effect of temperature is still
relatively unknown, although Coxson and Kershaw
(1983) have found maximum photosynthetic rates in
Rhizocarpon superficiale at temperatures of
0-10 °C. Moisture availability is another key factor.
Both too much and too little water may inhibit
growth. Generally larger lichens are found along
streams (Innes 1985d). Pollution components that
may affect lichens are for example sulphur dioxide,

300

200+
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Largest Rhizocarpon alpicola diameter (mm)

T T T —1
0 50 100 150 200
Largest section Rhizocarpon
diameter (mm)
Figure2.32 Relative growth rates of Rhizocar-
pon alpicola and section Rhizocar-
pon species on debris-flow deposits
in Austerdalen, Norway (after Innes

1983d).
Table 2.7 Environmental factors affecting lichen
growth (after Innes 1985c¢).
Factor Indirect effect on
growth through
1 Substrate lithology
a Texture
b Chemical composition
2 Substrate stability
3 Light intensity
4 Temperature
5 Moisture availability
6 Wind exposure 4,57
7  Snow cover 3,4,56
8 Elevation 3,4,5,6,7,8,10
9  Aspect 3,4,5,6,7,10
10 Vegetation 3,4,5,6,7,11

11 Competition
12 Pollution

heavy metals and dust. Competition between lichens becomes an issue in older deposits where lichens
cover most of the surface. In this situation, lichens will compete for the available and occupied space,

e 2.6 Reported growth rates for Rhizocarpon.
Author Location Lichen factor or growth rate®
Linear phase Postlinear phase Undifferentiated
Andersen and Sollid (1971) Nigardsbreen/Midtdalsbreen 39-41
(Norway)
Andersen and Sollid (1971)* Storbreen (Norway) 41
Andrews and Barnett (1979)°  North West Territories (Canada) 24-3.5
Bengdict (1967)° Colorado Front Range (USA) 14 33
Borfifeldt and Osterborg (1958)¢ Jostedalsbre (Norway) 44-55
Haipjes-Young (1983) Storbreen (Norway) 20
Nigardsbreen (Norway) 31
Hanjiilton and Whalley (1995)  Tréllaskagi (Iceland) 40
Inngs (1985¢) general data 2-200
Jonasson et al. (1991) Tatra Mountains (Poland) 44
Karlgn (1975)° Lappland (Sweden) 36 3.6
Kotgrba (1989) subalpine zone (Poland) 38.1
alpine meadow zone (Poland) 325
Matthews (1974)®° Storbreen (Norway) 46
Orombelli and Porter (1983) Aosta valley (Italy) 43 27-33
Stork (1963) Storglaciir (Sweden) 18-20
Stork (1963)® Nigardsbreen (Norway) 46
* Grywth rate in mm/century.
® In Haines-Young (1983).
¢ In Innes (1985¢).
9In Btork (1963).
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Figyre2.31  Reported growth curves for Rhizocarpon geographicum (after Bradley 1985, De Redelijkheid
1988, Haines-Young 1983, Innes 1985¢, Jonasson etal. 1991 and Orombelli and Porter 1983).
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with some species being competitively superior to others. The other factors in table 2.7 mainly affect
lichen growth indirectly. Of these, most attention has been given to the effect of snow cover on lichen
growth (Benedict 1990, 1991, 1993, Innes 1985d).
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Severgl methods have been used to construct lichen-growth curves. The curve can be established
directly by measuring lichen growth of individual thalli of different sizes over a given time period,
or indjrectly by measuring lichen thalli diameters on surfaces of known age. Direct measurements
can baiperformed using a ruler or a micrometer. The measurements can be performed directly on the
thalluy or on photographs of the thallus. The errors involved with this technique are often
consi Erable, mainly because of the limited time periods between successive measurements and the
slow growth of the lichens. Also, successive measurements must be carried out along exactly the
same gxes. According to Innes (1985c), the use of photographs is preferable for direct growth
measurements. Photographs do not damage the thallus, an infinite number of axes can be measured
from photographs at any time, measurements from photographs are generally more accurate, and
finallyiphotographs enable replication of measurements.
The uge of direct measurements for the construction of lichen-growth curves generally involves the
assumption of a uniform environment through time. However, in most studies involving
lichenpmetry, the consequences of climatic changes are investigated or at least the assumption of
auniform environment through time may be questionable. For this reason, most lichenometrists rely
on indjrect measurements of lichen growth. By measuring the diameters of lichens on surfaces of
knowrliage, the actual growth over the whole period since colonization took place is recorded. Any
climatic or other environmental changes causing lichen-growth fluctuations are implicitly accounted
for in [these measurements. The most often used surfaces with well-known dates of origin are
gravesfones (Innes 1983b, Orombelli and Porter 1983, Miltenburg 1986, De Redelijkheid 1988), but
other anthropogenic surfaces such as bridges (Innes 1983c, De Redelijkheid 1988), stone walls
(Benedict 1967, Miltenburg 1986) and abandoned farmsteads (Caseldine 1983) can also be used.
However, the factors influencing lichen growth at these locations can be quite different from those
* in the grea under investigation. Natural surfaces such as moraines (Innes 1986b, Bickerton and
Matthews 1992), rock fall deposits (Orombelli and Porter 1983) and debris-flow deposits (Overbeek
. and Wiersma 1996) have also been used, when these surfaces could be dated independently by other
means| such as archives (Andersen and Sollid 1971, Orombelli and Porter 1983), photographs
. (Pedergien 1976), dendrochronology (Overbeek and Wiersma 1996), “C radiocarbon dating (Rapp
and Nyberg 1981) or even other lichenometric techniques (De Redelijkheid 1988, Innes 1986b).
. Often, fthe surface of known age from which the largest thallus size has been derived, is relatively
" small. In this case, it is likely that the largest thallus on the surface does not correspond with the
. largestjpossible thallus on a surface of that age. Therefore the growth curves are generally drawn as
envelopes around the largest measured thalli (fig. 2.33) and the ages predicted by the curve must be
regarded as minimum ages (Innes 1985c¢). As the area of the surface searched for lichens increases
in size, the probability of including a lichen with
a size close to the maximum lichen size also
increases, as shown in figure 2.34. Whenever
possible, the entire surface should be searched for
- the largest lichens (Innes 1985c¢). Different curves
are obtained when different plotting systems
(linear, semi-log or log-log) are used. Innes
(1985c¢) recommends the use of a goodness-of-fit
test to find the best curve.
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T N A Where indirect measurements are made for growth
0 30 4050 100 200 300 yrve construction, a variety of slightly differing
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Figure2133  Lichen-growth envelope for Rhizo-  size parameters have been used to construct the
carpon geographicum obtained  growth curve and to obtain dates (fig. 2.35).
from measured thalli on surfaces of  Several authors have measured the largest

known age (after Orombelli and inscribing circle or shortest diameter of
Porter 1983).
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techniques have been used. Two different lichen

individual thalli (e.g. Caseldine 1983, Orombelli 100
and Porter 1983, De Redelijkheid 1988, Van Steijn
1991). Others have used the longest diameter or

smallest enveloping circle (Haines-Young 1983,

Innes 1983b, 1983c, 1986a, De Redelijkheid 1988,

Kotarba 1989, Hamilton and Whalley 1995, _

Overbeek and Wiersma 1996). Some have even

used both diameters. According to Innes (1985c¢),

the longest diameter is the most suitable parameter

to be used. The main risk of the use of the longest

diameter is the inclusion of coalesced thalli. When

multiple thalli grow together, they may appear as 50

a single thallus. It is believed that such multiple

thalli will often show up as non-circular thalli. For

this reason, several authors have adopted criteria

for rejection of irregular thalli, based on the ratio

of smallest to largest diameter, for example

Birkeland (1982) and Hamilton and Whalley

(1995) have used a ratio of 0.75, and Overbeek and

Wiersma (1996) have used a ratio of 0.67.
However, single thalli also tend to become more
irregular as they grow older and larger (Matthews

Mean maximum diameter (mm)

n
al
|

1974). 0
The' number of lichens used f(?r the construcFion of 1[6 3[2 6I4 158 2&[;6 5 1' 2
dating curves and for the dating has also differed Area searched (m?)

among researchers. The single largest thallus can

beused (Orombelli and Porter 1983, Bickertonand ~ Figure2.34  Increasing largest-thallus size with
increasing area searched (after

Innes 1985c¢).

Matthews 1992, Hamilton and Whalley 1995) or
the mean of several largest thalli (Innes 1985b, De
Redelijkheid 1988, Bickerton and Matthews 1992,
Overbeek and Wiersma 1996), usually 5 or 10.
Innes (1984) and Locke etal. (1979) recommended
using the mean of the 5 largest thalli.

When many more lichens are measured, at least
500-1000, the size-frequency technique may be
applied. Its basic assumption is that lichen
population characteristics may provide a better  longest diameter
indication of age than a measure based on the
largest thalli only. Both Locke et al. (1979) and  Figure2.35 Longestand shortest thallus diameter.
Innes (1986a) used the I in 1000 thallus derived

from size-frequency distributions as indicators of

deposit age, although Innes (1983c) had earlier rejected this parameter as a suitable age indicator.
The 1-in-1000 thallus represents the thallus size that is exceeded by 0.1% of all thalli. Recently, a
new, promising technique of lichenometry has been developed by Bull et al. (1994, 1995) and
McCarroll (1994). By measuring a large number of largest thalli on individual plots or (stone)
surfaces, a normal size distribution of these largest thalli is obtained. In the case of surfaces that have
been formed as a result of periodic activity, such as block fields that are affected by periodic rockfall
as a result of earthquakes (Bull et al. 1994), talus slopes (McCarroll 1994) or debris fans that
experience periodic slush avalanching (Bull et al. 1995), the dates of individual events appear as
individual peaks within an overall uneven, multi-peaked distribution of largest thalli sizes. The

shortest diameter
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Es a high temporal resolution of less than 10 years in most cases. Also, confidence limits
for individual size-distribution peaks and the method is not sensitive to anomalously
ge thalli|caused by incorporation of pre-existing lichens or by coalesced thalli.

ith thallus sizes is the occurrence of anomalous thalli. Sometimes lichens may have
*vived trgnsport and deposition, so they are older than the substrate. Also, stones containing
hens may have been deposited onto an already existing substrate. The lichens introduced to the
sstrate infsuch ways are often larger than lichens that have colonized the substrate after its original
position.|[n order to account for such anomalously large thalli, Rapp and Nyberg (1981) rejected
largest thialli which were more than 10 mm larger than the second largest thallus. Calkin and Ellis
)80) rejegted the largest thallus if it was over 20% larger than the second largest thallus, and Innes
)84) rejegted the largest thallus if:

d.l < 0764, -0.0006566d2, 2.95

max,

*€: dy, s 5jjmean diameter of 5 largest lichens (mm) and d,,,, = diameter of single largest lichen.

« more |lichenometric technique is worth mentioning, the percentage cover measurement
hnique ofiginally developed by Locke et al. (1979). It builds upon the assumption that the growth
lichens oh a substrate will result in a gradual increase of the surface area covered by lichens on
t substrate. It has been used mainly as a relative dating technique. It appears to be less suitable

absolute dating, as a number of difficulties still surround the method: the subjective
asurements involved and the sensitivity of percentage cover to environmental variations make it
me to errprs (Innes 1986b).

one of the techniques described can be considered to be the best. Depending on the availability
lichens of surfaces of known age, on the size of the surface or deposits to be dated and available
e, the mst suitable technique can be chosen. No firm guidelines for the techniques (e.g. size-
quency distributions), the parameters (e.g. the largest thatlus diameter) and the criteria (e.g, for
sction offlanomalously large thalli) to use exist. When a growth curve is available for the area
ier invesfigation, the choice will often be a practical one: to use the same method as the one that
s used to|lobtain the growth curve,

3 STUDY AREA: THE BACHELARD VALLEY
3.1 Characteristics of the Bachelard Valley
311 Topography

The study area is situated in the southern French  [rance
Alps in the department Alpes-de-Haute-Provence
(fig. 3.1). The study has been carried out mainlyin |
the catchment of the Bachelard River. The A
Bachelard Valley is largely situated within the
borders of the Mercantour National Parc. Most of
the summits surrounding the valley reach up to
2600-2900 m. The highest summits are the Mont
Pelat (3050 m) and the Cimet (3020) in the
southeast of the study area. From east to west the
study area measures 21 km, from north to south 5-
10 km. The Bachelard River springs from a small
lake at 2500 m elevation near the Col de la Cayolle
in the southeast of the Bachelard Valley. From there
it runs north towards the village of Bayasse, turns
west towards Morjuan where it passes through a
gorge, then turns north again until it flows into the
Ubaye River near Barcelonnette at 1120 m
elevation.

e

M. Pelat g ia Cayalle

crestline &g town  X’'pass
Jstudyarea © Vvillage & summit

Figure3.1  Location ofthe study area.

3.1.2 Geology

The Bachelard Valley is situated in the transition zone between the internal and external zones of the
Western Alps (Debelmas 1983, Kerckhove 1979; fig. 3.2). From east to west, the internal zone
comprises the zones Piemontaise, Briangonnaise and Subbriangonnaise. The internal zone is
characterized by the occurrence of large-scale nappes. In the western, external zone only autochthonous
material is present. The oldest rocks in the study area date from the Mesozoic Era. Atthattime the area
was occupied by the sea and limestones and marls were deposited. Atthe end of the Cretaceous period
the Alpine orogenesis showed its first signs of activity. The area started to uplift and contract in an
east-west direction. The uplift and contraction of the Alpine region continued during the Tertiary and
east-west oriented folds were formed. As a resuit of stronger uplift in the east, a large mass of flysch
deposits, the Autapie nappe, moved westward from the Piemontaise zone, overriding the autochthonous
rocks. In the Miocene another nappe arrived from the east, the Parpaillon nappe, dragging along at its
base large rock fragments torn from the overridden rocks. (BRGM 1972, Debelmas 1987, Kerckhove
1979, Pairis 1968). During the Quaternary, the uplift continued at a slower rate: according to Lemoine
et al. (1988), the Alps have uplifted another 10 m since Hannibal’s elephants have passed the Alps.
Figures 3.3 and 3.4 show the lithology of the study area and the main lithological sequences. The main
rock types are limestones, sandstones, conglomerates, flysch (repetitive regular alternations of
limestone, sandstone and argillaceous beds) and marls. In the east and southeast of the study area
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Figure3.4  Lithostratigraphic sequences in the Bachelard Valley (based on geological map Barcelonnette

1:50.000).

autochthonous rocks dominate. The oldest autochthonous rocks can be found near Bayasse and near
the mouth of the Bachelard River: erosion-sensitive dark marls called Terres Noires from the late
Jurassic. The marls are overlain by hard Jurassic limestones (calcaire 4 silex) which outcrop south of
Bayasse. On top of the limestones are early-mid Cretaceous limestones and marls and late Cretaceous
to Eocene limestones, calcareous marls and schists. These are overlain by late Eocene to Oligocene
massive sandstones, the Grés d’ Annot, which in turn are covered by Oligocene schists.

In the western part of the Bachelard Valley and on the mountain range south of the Bachelard River,
autochthonous rocks are overlain by late Cretaceous flysch deposits of the Autapie nappe. These flysch
deposits originated from turbidites deposited in a deep-sea basin (Debelmas 1987, Debelmas et al,
1989, Lemoine and Tricart 1988). Together with related Subbriangonnais flysch deposits this nappe
covers the largest part of the west of the study area. Flysch deposits belonging to the Parpaillon nappe
can be found in the mountains north of the Bachelard River. At the base of the nappe there are large
rock fragments, mainly heavily fractured limestones, that were dragged along during its westward
movement (Pairis 1968).

Weathering produces large massive blocks of several centimeters up to one meter diameter in
sandstones and limestones. On further disintegration, a sandy regolith is produced, but limestones can
also generate a loamy regolith. Flysch produces both large, massive plates and smaller, less massive
plates, further disintegrating to a sandy or loamy regolith and'marls produce small platelets which may
alter to a silty or clayey regolith. In the Bachelard Valiey the marls usually produce a silty regolith,
with only a few percent the clay fraction.
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3.1.3 Morphology

During he Pleistocene cold periods alternated with warmer periods. Inthe Wiirm period, and probably
in earliek cold periods as well, a glacier occupied the Bachelard Valley, uniting with the Ubaye glacier
near Bafcelonnette (Beaujeu-Garnier 1972, Kerckhove 1979). The valley was deepened and widened,
especiajly near Bayasse, where Terres Noires marls favoured erosion. A large part of the upper and
middle Bachelard Valley still has the characteristic U-shape of glacially scoured valleys. Glacially-
scouredjbasins and steps can be found in the upper part of the valley and in some tributary valleys. In
the eastlof the study area some tributary valleys are hanging at 2200-2400 m, about 300 m above the
main valley. Other abundant glacial erosion forms include cirques, roches moutonnées, polished
surfacef and striations (fig. 3.5). Morainic deposits dating from the Wiirm glaciation can be found near
Bayassd, in the Agneliers Valley and on the slopes surrounding Uvernet.

Holocefie forms are also abundant. In the Grande Cayolle Valley arock glacier can be found at 2700 m
, which seems to be active. Rivers and torrents occupy the valley floors and have either eroded
the vallgy floors or deposited fluvial sediments. At the mouth of several tributary valleys in the upper
and middle part of the Bachelard Valley, torrential cones have formed. In the lower part of the valley,
elard River has deeply eroded into the rock to form a gorge. Probably this gorge has formed
subgladjally. Many of the glacial basins have been filled with peat, fluvial sediments, and probably
debris-flow deposits as well. A few of these basins are still occupied by lakes. The disappearance of
the Wiifim glaciers has also resulted in the activation of large landslides through the removal of valley-
side sugiport. By now these are probably inactive, but small-scale, active landslides are widespread
througHout the study area. Many are triggered by fluvial erosion at the toe. Scree slopes have developed
in many places underneath rock cliffs. Single-particle rockfall supplies most of the material on scree
slopes. [The scree slope deposits have often been affected by dry grain flows or by debris flows. Figure
3.6 sholvs a scree slope affected by such processes. Debris flows are also a widespread and frequent
phenonienon in the Bachelard Valley. The abundance of rock cliffs overheading scree slopes and steep
slopes ¢overed with loose materials seem to be factors promoting debris-flow activity in the study area.

3.1.4 Climate, vegetation and human influence

The present climate of the Bachelard Valley shows mediterranean and oceanic influences. Due to
orographic influences, the amount of precipitation generally increases with elevation (Givone 1990).
Maximjim precipitation occurs in autumn, a secondary maximum occurs in June. Average annual
precipifation amounts to 763 mm in St. Pons near Barcelonnette at 1140 m elevation (ONF data; fig.
3.7) anfl to 977 mm in Fours-St. Laurent (1660 m). Summer precipitation often occurs as short-
duratiop high-intensity rainstorms. Such rainstorms are mostly local phenomena. In winter a large part
of the precipitation falls down as snow. Figure 3.7 also shows the seasonal temperature fluctuations
in Barcélonnette. Average annual temperature in Barcelonnette is 7.5 °C, average January temperature
is-2.0°C. Asthe Bachelard Valley is situated higher than Barcelonnette, average temperatures will be
lower. In the Queyras, 50 km north of the study area, the 0°C-isotherm is near 2400 m (Evin and
Assier [|983). This isotherm marks the lower limit of sporadic permafrost. According to the same
authors) the lower limit of discontinuous permafrost can be found near 2700 m. Inthe Bachelard Valley
the 0°(-isotherm is probably situated at 2400-2500 m.

Local dlimate is strongly influenced by slope gradient and slope aspect and general relief, determining
the amdunts of rainfall, radiation and wind. According to Douguédroit and De Saintignon (1970), in
the soughern French Alps the differences in average annual temperature between sun-exposed slopes
and valley floors at 2000 m elevation are 3.4°C, 1.6°C and 0.2°C for respectively minimum, average
and makimum temperatures (fig. 3.8).
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Figure3.5  Morphology dominated by glacial processes in the Sanguiniére Valley.

Figure3.6  Morphology dominated by slope processes in the Telliére Valley.
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shows the same trend as for the absolute number of
debris-flow trigger zones, but with a maximum at
2800 m (fig. 3.10). In section 3.1.4 it was men-
tioned that periglacial conditions prevail at such
elevations, so it seems likely that periglacial
conditions contribute to the development of debris-
flow systems. Frost action breaking down bedrock
to stone-sized and smaller fragments, and frozen
regolith causing a decrease in infiltration capacity
seem to be some of the links between periglacial
0.0 conditions and debris-flow occurrence. Limitations
of the GIS did not permit to calculate debris-flow
trigger zone concentration based on the proportion
of actual surface areas. In this study, it was
assumed that the length of a contour line is linearly
related to the total surface area of the correspon-
dingaltitudinal zone; each contour was supposed to
represent a band of constant width. However, this assumption does not hold if contour lines show
mutual differences in short-distance ‘ruggedness’ or if average slope gradients differ between the
altitudjnal zones. Neither does the assumption hold for the highest contour lines (2900 and 3000 m),
leading to an overestimation of the area represented by these contours. The decrease of debris-flow
triggefj zone concentration above 2800 m in figure 3.10 may well be the result of this overestimation.
The second pattern is related to vegetation. Figure 3.9 shows that few debris-flow trigger zones are
located in forested areas, which occupy the larger part of the study area below 2100 m. It seems likely
that fofest vegetation protects the underlying material againstthe eroding forces of raindrop impact and
overlad flow. On the other hand, once a debris-flow trigger zone has formed, vegetation has little
opporthinity of regenerating in an actively eroding environment on a steep slope. Unfavourable climatic
conditipns above 2000 m also hamper vegetation growth, making the surface more sensitive to erosion.
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Figure 8.10  Relation between elevation and the
occurrence of debris-flow trigger
zones in the Bachelard Valley.

A third distinct pattern is visible as well. Many debris-flow trigger zones are grouped in distinct
clusters, each of which is situated around an individual summit. Large clusters are located around the
Ventetrun-Chevalier, the Trou de I’ Aigle, the Cimet and the Petit Cheval de Bois. In these large
clusterf, many of the larger debris-flow trigger zones can be found. Smatler clusters can be found
aroundithe Créte de la Pierre Eclatée, the Téte de Glaudon and the Chapeau de Gendarme. Three out
of the four large clusters are located in flysch deposits: Trou de I' Aigle, Cimet, Petit Cheval de Bois.
The snialler cluster at the Téte de Glaudon is located in sandstones and schists, which, together with
limestgnes, are also found in the cluster around the Créte de la Pierre Eclatée. The two remaining
clusters, Chapeau de Gendarme and Ventebrun-Chevalier, are located in highly fractured zones near
the basg of the Parpaillon nappe, where many different rock types are found (limestones, sandstones,
flysch, [schists and marls). Many of the remaining debris-flow trigger zones are located in flysch
depositlf, some in sandstones (Vallon de Restefond, Vallon de Sanguiniére). Very few trigger zones
have dgveloped mainly in other rock types, such as the trigger zones in Terres Noires marls near
Uvernet. However, in many trigger zones other rock types may be present besides the dominant rock
type. The general conclusion seems to be that the development of debris-flow trigger zones is greatly
promoted by the presence of rapidly alternating rock types and highly fractured rocks.
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3.2.2 Characteristics of debris-flow trigger zones and debris flows

Two main types of debris-flow trigger zones can be distinguished in the Bachelard Valley.. The ﬁrﬁt
type usually consists of a steep couloir in bedrock located above a scree slope (fig. 3.11). This couloir
type trigger zone is usually found in resistant rocks such as ]imest.ones, sandstones or flysch. The
couloir type effectively shows a separation between the part supplying water and the part supp}ymg
debris during debris-flow triggering. Debris is continuously being supplied from the bed.rock cliffsto
the scree slope. Even though some debris may be present in the couloir, the couloir mainly acts as a
catchment supplying water to the scree slope. The actual debris-flow triggering takes place at Fhe top
of the scree slope. As couloirs are very steep, the water may flow with a very high ve_locxty and
mobilize the scree-slope material by the fire-hose mechanism menticned by Johnson and Rodine (1984).
This generally leads to incision at the top of the scree slope. o ‘

The second type is a cavity on a slope, usually bowl- or funnel-shaped. Within this bow! tyPe deb.ns
flow there is no sharp distinction between parts supplying water and parts supplying debris c.'iurmg
debris-flow triggering. Usually a large part of the surface is covered with unconsolidatedl material a}1d
often the bowl type shows a separation between parts where mainly fine-grained material (clay, sdvt,
sand) is present and parts with mainly coarse debris at the surface (fig, 3.1?). The occurrence of this
type of debris-flow trigger zone is favoured by the presence of both resistant and erodible rocks,

Figure3.12 Two ‘bowl’-type debris-flow trig-
ger zones on the west-facing slope
of the Téte du Clot des Pastres: on
the right TCP (Téte du Clot des
Pastres), on the left TCP-N1 (TCP
North 1).

A couloir-type debris-flow trigger
zone.

Figure3.11
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g The 4 main C'C'-)‘;:Z:z Em:;ggg - 25 o grained material. At the bottom, bowl type trigger
5 60 too § § zones are often confined by an outcrop of resistant
g 73 bedrock. Sometimes this layer is the only source of
=§ o F15 ?‘E coarse debris. T'he tr.igger zone drains through a
2 5  harrow passage in this bedrock.

i F10 &8  Coarsedebris is found on the floors of channels and
5 20 Ls N g gullies. It is usually supplied by rockfall from rock
é ~ 85  cliffs. The fine-grained material is often a regolith
2 o ) .Q%&er’ 0'13 AT ";{é@%o formed in situ by weathering of marls or marly

limestones. Slope deposits that had formed before
the trigger zone started to develop can also actas a
Figure(8.13  Size distribution of debris-flow trig- ~ source of fine-grained material. The regolith is often
ger zones in the Bachelard Valley. dissected by rills and gullies. This indicates active
erosion by overland flow, which seems to occur
mainly in summer and autumn during high-intensity rainstorms. Small slides may also mobilize the fine-
graingdd material. The thickness of fine-grained material within the trigger zone can vary widely even
over Very short distances.
Many|debris-flow trigger zones, especially the larger ones, show characteristics of both trigger zone
types| The average size of debris-flow trigger zones in the Bachelard Valley is 0.030 km? (fig. 3.13).
The four large clusters contain comparatively large trigger zones: the average size in these four clusters
is 0.048 km?, whereas the average size of the remaining debris-flow trigger zones is only 0.017 km?.
Hovills (1990) and Van Steijn (1991) describe some other characteristics of typical bow!-type debris-
flow trigger zones in the Bachelard Valley. Vegetation consists mainly of grasses and herbs and covers
less than 10% of the trigger zone. Average minimum slope angles within typical trigger zones are 33°,
average slope angles are 38°, and drainage channels have gradients of at least 30°. Many trigger zones
have parts with much steeper slope angles, especially the couloir-type ones.

Q
RN
Upper limit of surface-area class (ha)

Most Jebris-flow deposits are found between 1700 and 2400 m. Debris-flow tracks are usually several
hundseds to over 1000 m long (see also Van Steijn 1996). Most of the debris flows in the study area
are stall-scale flows (1-10° m?) according to the classification by Innes (1983a; fig. 2.2). There are
only 4 few medium-scale debris flows ( 10°-10° m?). Van Steijn (1988) and Van Steijn et al. (1988b)
back-talculated debris-flow velocities of 1-10 m/s from the difference in height between the inner and
the otter leves in debris-flow track bends (section 2.1.5, eq. 2.45).

33 TCP: The Téte du Clot des Pastres debris-flow trigger zone

One gf the bowl-type debris-flow trigger zones on the west-facing slopes of the Téte du Clot des Pastres
was selected as a key site for detailed investigations. The main reasons for selecting this site were its
representability for bowl type trigger zones and for practical reasons, its good accessibility (30 minutes
from Bayasse) and relative safety. Withregard to safety, both the risk of rockfall and the risk of falling
dowrlwere considered acceptable for this site. This site (fig. 3.12), which will be referred to as TCP,
is sitdated 1 km southeast of Bayasse at an elevation of 1975-2150 m (fig. 3.14). The TCP site is 280
m long and up to 75 m wide (fig. 3.15). In the main channel slope angles range from 35° to 38°, on
the sifle slopes they can be as high as 45°-50°. It is one of a series of debris-flow trigger zones stretching
along the slope, which are strongly related to the lithological structure, as figure 3.16 clearly shows.
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Figure3.14 Location of the debris-flow trigger zone TCP (Téte du Clot des Pastres) near Bayasse.

Figure3.15 Contourmapofthe debris-flow trigger zone TCP.

Three rock types outcrop in the TCP trigger zone (fig.3.17). Above 2069 m Grésd’' Annot sandstox'les
are present. Between 2015 and 2060 m Cretaceous marls are found. Within the marls an alternation
exists of more calcareous and more silty-argillaceous bands. Nearthe top of the marls a several mefres
thick limestone bank shows up. A Cretaceous limestone formation forms the lower boundary of the trigger
zone. Below these limestones, bedrock is covered with slope deposits.

The marls are covered with regolith which consists mainly of sand and up to a few cm large stones.

Indry periods, the top of the regolith desiccates and forms a strong crust, cemente'd by lime.On V\{e.tting,
this crust quickly softens and during wet periods the crust is absent. The regolith is very sensitive to
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Figure3.16  Debris-flow trigger zones on the west-facing slope of the Téte du Clot des Pastres and their
relationto lithology.

erosipn by overland flow, which has resulted in the formation of sharply incised gullies, especially north
of thg main channel. These gullies have average slope angles of about 42° and their side slopes have
slopeg| angles of 39-50°. In summer and in autumn, Hortonian overland flow produced by heavy
rainsforms deepens existing rills and gullies and forms new rills. In autumn these rills and gullies are
sharply incised and can be up to 20 cm deep and wide (fig. 3.18). The eroded material is transported
dowrlin towards the main channel. During erosional rainstorms the sediment concentration in the runoff
is usially high and sometimes the flow character changes into debris flow. At the end of spring, after
the sgow has melted, rills and gullies are often blurred or masked (fig. 3.19). The main reason for this
seems to be solifluction caused by persistent wet conditions during the snow-melt season. On the gully
floor§ a thick accumulation of these solifluction masses may be present after the snowmelt period. These
seasqpal fluctuations could also be seen clearly from erosion marker data. Throughout the year, small
debris slides of several dm long and wide can also occur under wet conditions. The vegetation cover

of the marls south of the main channel is about 2-10%, north of the main channel it is less than 1%.

Above the marls, the sandstone outcrops are partly covered by a thin layer of regolith. Here the main
chanfiel gradually becomes narrower. At 2090 m into two narrow, shallow channels join to form the
main(channel. In these two channels little debris has accumulated, as they have minimum slope angles
of 40[. On the side slopes some vegetation is present, with a cover of upto 20%. The vegetation consists
mainly of grasses and herbs, but also some larch trees stand here.

The main channel is a shallow, 20 m wide channe]. The channel floor is covered withan up to 1 m thick
depogit of coarse, cohesionless debris. This debris is mainly supplied from the sandstone cliffs above
by single particle rockfall. Individual stones are up to 2 m long, but the sizes of 1-25 cm dominate. The
accuthulated debris shows signs of secondary transport processes within the trigger zone. Tracks of
matetiial, differing from the surrounding material in average grain size or in grain-sorting pattern, can
be regognized. They are caused by processes such as dry grain flow and debris flow. The occurrence
of dry grain flows is favoured by the small difference between the slope angle and the static internal
frictipn angle of the debris. No vegetation exists in the main channel.
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Figure3.17  Lithological profile near the débris-
flow trigger zone TCP.

i Figure3.19  Solifluction deposits and absence of
Figure3.18  Deep and sharply-incised rills in the rills in the debris-flow trigger zone

debris-flow trigger zone TCP. TCP.

Inthe Cretaceous limestone formation below the marls, the trigger zone and the main channel are only
a few metres wide and the channel is filled with a 1-2 m thick accumulation of coarse debris. Beneath
this narrow passage debris-flow deposits can be found all the way down to the Bachelard Riverat 1820
m. The debris-flow deposits found here are coarse grained (10-50 cm stones) and filled with a finer-
grained matrix.
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4 RESEARCH METHODS

4.1 Introduction

In order to meet the research objectives stated in
collected concerned debris-flow trigger-
triggering model (based on Takahashi 197

section 1.2, data had to be collected. Data to be
Zone characteristics, all of the factors in a debris-flow
( K 8,1980,1981a, 1981b), rainfall and runoff characteristics
and thresholds concerning debris-flow triggering, the frequency of such critical conditions and past and
present debris-flow activity. Table 4.1 lists the methoids used in this study. Data collection in the field
was strongly determined l?y the'dlfﬁcult terrain conditions accompanying debris-flow trigger zones.
Therefore, practical considerations played an important role in deciding on which methods to use.

42 Parameters of the coarse debris
42.1 Porosity

Coarse-debris porosity has been measured by filling a bucket of known volume with coarse debris

(containing little or no sand, silt or clay-sized material) and then fill the pores with water. Porosity is

then simply calculated by dividing the volume of water in the bucket by the total volume of the bucket.
The porosity measurements were done for dj i

: dary effects caused by the bottom and sides of the bucket in these
tests were tested by measuring porosity at different levels offilling. Coarse-debris porosity is necessary

todetermine coarse-debris bulk density and to determine the level of fluid flow in coarse debris during
rainstorms.

42.2 Strength

The strength of coarse debris is an important factor
in a debris-flow triggering model (see chapters 2 S A
and 5). It can be determined by taking samples to B

the laboratory or by performing field tests, Justo

(1991) mentions that in-situ strength tests are iy,
preferred for coarse materials, as large amounts of :
material are needed to eliminate boundary effects (pPs1 =@y
caused by a small ratio of particle size to sample 8 B

size. In order to determine the static and kinetic

internal-friction angles of the coarse, cohesionless
debris in the field, a new test method was d

Figure4.l  The test method for determination

esigned. of static (a) and kinetic (b) internal-
This test takes advantage of naturally occurring friction angles of coarse, cohesion-
accumulations of coarse debris at siope angles less debris.

approaching the kinetic internal-friction angle of the
debris. Such locations can be found at the to
of 35° or more (fig. 3.6). The method is aj
The test starts by digging a cut in the debr;
slope and will fail if too much material is
average surface slope. Ideally, a straight

p of scree slopes and in some steep gullies, at slope angles
Iso described in Blijenberg (1995).

s on a slope. The material above the cut has a steeper local
dug away (fig. 4.12). The failure plane is steeper than the
T ) failure plane starts at downslope point 1 and emerges at
upslope point 2. If the locations of points 1 (at depth z) and 2 (at distance 5) and the average surface-
slope angle, B, are known, the angle of the failure plane, B, can be calculated for a vertical cut:

81




Subject samples to matric suctions in sand/kaolinite box
Comparison of video-camera images with discharge records
Interpolation of field data to regularly-spaced grid

Saturating, drying and weighing regolith samples
Digitizing

Mechanical sieving and fall velocity
Comparison of photographs, digitizing
Comparison of photographs, digitizing

Laboratory or office methods
Tree-ring pattern analysis
Comparison of photographs

Hydrologic simulations
Flume experiments

Digitizing

Automatic discharge registration: discharge measurements Hydrologic simulations

Measuring water levels in a bucket filled with coarse debris -
Video camera, field observations

Strength test in coarse debris on steep slopes
Video camera, rainfall simulations, field observations

Fluid viscosity as a function of sediment content Flume experiments with fine-grained debris mud
Video camera, photographs, erosion markers

Taking 100 cm?® cylindrical regolith samples

Taking regolith samples
Taking 100 cm? cylindrical regolith samples

Driving a rod into the regolith

Rainfall simulations
Automatic rainfall registration: rain gauges

Regular field surveys, photographs
Temporal distribution of debris-flow occurrence Regular field surveys, photographs

Occurrence of debris flows at TCP

Other data

Video camera, regular field visits

Erosion markers

Field methods
Field survey
Erosion plots

Methods used in the field and in the laboratory.
Digital terrain model of debris-flow source areas Geodetic survey
Debris-flow deposit ages, debris-flow frequency Tree-ring sampling
Debris-flow deposit ages, debris-flow frequency Lichen-size measurement

Topographical map of the Bachelard Valley

Geological map of the Bachelard Valley
Spatial distribution of debris-flow source areas

pF-curves (water content - matric suction)
Spatial distribution of debris-flow occurrence

Regolith-depth distribution
Reliability of discharge measurements

Density, porosity and water content
Discharge characteristics

Grain-size distribution
Infiltration parameters K and S

Rainfall and runoff
Annual and seasonal erosion

Density and porosity
Internal-friction angle
Rainfall time series
Discharge time series
Storm-event erosion
Morphological changes

Target data

Coarse debris
Fine-grained debris
Base maps

Debris-flow occurrence

Table 4.1
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The angle of the failure plane equals the static internal-friction angle ¢, of the debris according to
equation 2.12, provided the mass that starts sliding is large enough. However, if the mass that slides
is small, boundary effects caused by single-particle interactions may play an important role.

When more material is dug away, a larger mass will slide. This mass may continue to move
downslope over some distance along a failure plane more or less parallel to the slope surface (fig.
4.2b). If it slides with a low, uniform velocity, the force necessary to overcome friction equals the
downslope component of the weight of the mass. In that case the sliding mass is in dynamic
equilibrium (F~1) and if single-particle effects and boundary effects are absent, ¢, should equal B
according to equation 2.12. The surface-slope angle of the sliding mass, B, was measured by placing
a 2 m long bar on the surface and measuring its inclination. The maximum error for individual
measurements was estimated to be about 2°,

If the dimensions of the sliding mass are small compared to individual stones, single-particle effects
may prevail. Friction at the sides may occur if the depth of the sliding mass is large compared to its
width. Arching, the formation of a striictural bridge of individual particles between the stationary
boundaries of the sliding mass (like in a Roman arch), is a special kind of single-particle effect which
is more likely to occur in narrow sliding masses (compared to individual stones) than in wide ones.
When arching occurs, the strength to overcome is that of the rock material constituting the particles,
not the friction between the particles. Therefore, the sliding mass should be large compared to the
individual stones in the mass. In 1969 however, Lambe and Whitman noticed that guidelines for
testing cohesionless materials coarser than sands were still lacking. More recently, Charles (1991)
has given some guidelines for sample sizes to be used in triaxial tests and direct-shear tests. To avoid
single-particle effects, sample height in direct-shear tests should be at least ten times the maximum
grain size, equivalent to an average depth of the failure plane of at least five times the maximum
grain size.

It seems justifiable that the criteria used in our field tests were less stringent than those for the
confined direct-shear tests: single-particle effects are less likely to occur in unconfined conditions.
To avoid single-particle and side-friction effects, in this test the sliding mass had to be at least 2 m
long and at least 90% of the stones had to be smaller than 10 cm. The width of the mass had to be
at least ten times average (estimated) stone size and the depth of the failure plane had to be at least
three times average (estimated) stone size.

Internal friction-angle tests were done 50 times at each test location. Besides describing the rock
type(s) constituting the debris, at each location 100 stones were randomly picked and their principal
axes were measured for a characterization of the debris. These principal-axis measurements served
to derive other parameters of stone size, stone shape and stone-size distribution which may be related
to the static and kinetic angle of internal friction.

It turned out that the test did not work well for the determination of the static internal-friction angle.
Once a small debris mass started to move, it immediately triggered failure of more upslope material,
which made it impossible to find point 2. On the other hand, the method seems to have worked quite
well for the determination of the kinetic internal-friction angle. Usually the boundary conditions
mentioned above were amply fulfilled. Typically the sliding mass was 3-6 m long, 50-200 cm wide
and 10-50 cm deep, with estimated sliding velocities of 1-10 cm/s.

The simplicity, the low cost, the modest equipment and the abundance of coarse debris on scree
slopes and in some steep gullies are clear advantages of this test method over Iaboratory
measurements, as well as the large number of tests that can be carried out in a short time. The test
seems practicable for testing undisturbed, natural debris with average stone sizes of up to 15-20 cm.
However, there are some disadvantages. Suitable locations can be difficult to find, as the slope angle
must be near the kinetic internal-friction angle of the material. Also, such locations are often difficult
to reach and hazardous: debris is usually supplied to these locations by single-particle rockfall.
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Debris gharacteristics like stone size, sorting or rock type can hardly be controlled, making it difficult
to single out the influence of such parameters on ¢,’. Finally, a large number of tests is necessary
to eliminate measurement errors from individual tests.

4.3 Parameters of the fine-grained regolith

- 4.3.1 Density, porosity, field water content and water-retention curve

+ 100 cmj cylindrical samples were taken to determine bulk density and solid density of the fine-

grained|regolith material in several debris-flow trigger zones. Also, porosity and volumetric field
water cqntent were determined, both of which play a role in the infiltration process (cf. egs. 2.65 and
2.74). In the laboratory the samples were weighed (field weight), then placed for about 24 hours in
a waterifilled box and weighed again (saturated weight). Then the samples were oven-dried for 24

: hours afl 105°C and weighed again to determine the dry weight. Cylindrical soil samples were also
- taken during rainfall simulations. In that case samples were taken before and after the rainfall

simulatjon, providing a better understanding of the change in water content during the simulation.
Two important problems were encountered with these cylindrical samples. The most important one
was disturbance of the regolith material during sampling. The presence of stones in the regolith made
it very difficult to push the ring into the regolith without disturbance. Another problem was caused

by somg swelling and shrinking of the samples during respectively wetting and drying.

In 1992|100 cm? cylindrical samples were taken to the laboratory to determine water-retention curves
(pF-curyes). At different matric-suction levels, the water content was determined by weighing. The
matric suction was imposed on the sample by placing it in close contact with the sand surface in a

_ box with adjustable matric suction (pF = 1.0, 1.3, 1.7 and 2.0). At pF = 2.3 and 2.7, the same

procedyre was repeated in a kaolinite-filled box.

432 Grain-size distribution

Grain-size distributions have been obtained using the standard sieving method for grain sizes
50um-2mm, and the fall-velocity method in a water-filled cylinder for grain sizes <50um. One major
problem was encountered. The standard procedure demands that samples are treated with acid to
remove|calcareous bonds between particles. However, in the material concered, the particles are
themselyes composed of limestone; also, our primary interest is on the distribution of particles
transpotted by overland flow or by (micro-scale) debris flows, which may be individual grains or
strongly-cemented water-resistant aggregates. As a treatment with acid would drastically alter the
grain-size distribution., it was decided not to treat the specimens with acid.

4.3.3 Regolith depth

Regolith depth and porosity determine the maximum storage of water in the ground. The depth of

- the regqlith layer covering the side slopes in the marls of the Téte du Clot des Pastres debris-flow

trigger zone (TCP) has been measured on interrill areas and on the gully floor of the monitored gully.
This w4s done by driving a 6 mm metal rod into the ground until it struck on the underlying bedrock
and could not be driven deeper into the ground. The regolith quickly increases in stoniness with
depth, and many times a single stone was struck rather than the actual bedrock. In order to account
for this,|multiple determinations were done at each location. The ones suspected to have struck stones
in the regolith were rejected. The difference between striking a stone in the regolith or the bedrock

- was striking: hitting a stone generally produced a ‘dull’ sound, but the bedrock produced a much

‘clearer]| sound. Very deep penetrations were also rejected: these were suspected to be joints in the
bedroc
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4.3.4 Infiltration characteristics: rainfall
simulations

Rainfall simulations were carried out in several
debris-flow trigger zones to assess the infiltration
characteristics of these areas. The infiltration
characteristics to be measured were the steady-state
infiltration capacity, X, and the sorptivity, S. A
rainfall simulator (fig. 4.2) was used because it had
a large sample size, it caused little or no damage to
the regolith, and it was more practical.

The rainfall simulator covers a test surface with a
horizontal length and width 0£24.5£0.5 cm, making
up a horizontal, square surface area, 4,,, of
0.060:0.002 m?, so 1 liter of water produces an
equivalent rainfall depth of 16.7+0.5 mm. The
simulator is placed horizontally in a frame
connected to four rods. Rain is produced from 49
dripholes on a square grid with 3.5 cm interhole
distance (fig. 4.2b). The fall height of the raindrops
is 1.00-1.20 m. Drop size has not been measured,
but is estimated to be 3-4 mm.

The rainfall intensity of the simulator can be
changed by adjusting the level of an air-entry tube
in the simulator. At the base of the air-entry tube
the water pressure equals atmospheric pressure.
Water-pressure height at the top of the dripholes
equals the height difference Ah between the top of
the holes and the base of the air-entry tube.
Although calibration showed a linear relation
between rainfall intensity and air-entry tube height
(De Graaf et al. 1993; fig. 4.3), it appeared that
reading the water-level in the rainfall simulator
regularly during a simulation provided a more
reliable way to calculate rainfall intensity.

In 1990 the simulator was used in its standard
form. It could produce rainfall intensities from
about 130 mm/hr upward. However, it was
expected that actual rainfall intensities in the study
area would not exceed 130 mm/hr, so the simulator
was modified in 1991. By narrowing the air-entry
tube, air entry becomes more difficult and water
pressure at the base of the air-entry tube is then less
than atmospheric pressure. The modified simulator
allowed testing at rainfall intensities down to
30 mmv/hr.

With each simulation, average slope gradient,
surface type (rill or interrill) and initial wetness of
the testplot were noted and rainfall intensity, #,, and
time-to-ponding, £,, were measured. Initial wetness
was sometimes measured using cylindrical soil

Rainfall intensity
(mmv/hr)

The rainfall simulator: (a) set-up for
a simulation; (b) detail of the drop-
formerplate.

Rainfall intensity (mm/hr) =

126.7 + 6.95 x air-entry tube height (mm)

Figure4.3

5 10 15 20 25 30 35
Air-entry tube level (mm)

Calibration curve for the rainfall
simulator.

85



sampl L (section 4.3.1), but most of the time it was done subjectively by touch and sight. Rainfall
intensity was kept constant during a simulation. A detailed description of the rainfall simulator and

its ope;

tion is given by De Graaf et al. (1993).

Two different evaluation methods were used. With the infiltration envelope or IE method infiltration

envelo]
, andK
capacit
overlar
values

where: i,,
step At.

then be|

- field,

and rair
amount
the CR
distriby
pair. Th

The raj
uniform

es were constructed by plotting time-to-ponding as a function of rainfall intensity (Imeson
aad 1982, see also section 2.2.2). From figure 2.19 it can be seen that for 7~ the infiltration
will approach X. In the constant runoff or CR method the simulation was continued until
d flow discharge from the plot, Q. became constant and steady-state infiltration capacity X-
were calculated from:

S i Lo 42
' af ! A rsp ’ A sp At )

= overland flow intensity [L/T]; ¥,,= collected volume of overland flow from the rainfall simulation plot in time
his X is assumed to be equal to X in Philip’s (1957) infiltration equation (eq. 2.79). S can
calculated in several ways (see section 6.2.1). The CR method involves more actions in the
aking it more sensitive to operational errors than the IE method, where only time-to-ponding
Ifall intensity have to be measured. Other disadvantages of the CR method are the larger
of water needed for each test and the larger loss of water by splash. On the other hand, with
method X and § values are obtained from each test making it possible to obtain K and S
ions, whereas with the IE method at least about 10 tests are needed to obtain a single K-S
hs the CR method seems preferable.

fall simulator has some disadvantages: a small test surface, a small fall distance and a
large raindrop size. The small test surface causes relatively large boundary effects, as the

test ploﬂPs not confined in a lateral sense. The small fall distance causes raindrops to have less kinetic
' energy At impact than raindrops falling at final velocity. Besides, the uniform and large raindrops
 produced do not coincide with drop-size distributions occurring in natural rainfall.

Imeson

1977) improved his simulations by using a rainfall simulator with a larger fall distance to

increase) impact velocity, and with a wire-netting to get a more realistic drop-size distribution.
However, in natural high-intensity rainstorms large raindrops have the major part of the kinetic

energy,
for prac

4.4

In 1991

o the absence of smaller raindrops in our tests may have been of minor importance. Also,
ical reasons the simulator had to be kept as simple and small as possible.

Rainfall and discharge menitoring

hydrologic monitoring unit was installed

in the debris-flow trigger zone TCP at an elevation data logger

02028
a+30m

1gully forjthis study. The monitoring unit is shown
in figures 4.4 and 4.5. Rainfall was recorded by
‘two tipping-bucket raingauges. These collect the
rain untjl 0.2 mm of rain has fallen. Then the
weight of the water causes the tipping bucket to tip

n. It measured rainfall and discharge from

. flume with grating
ong gully, which was chosen as the ‘key’

electric
capacity
devices

tipping-bucket
raingauges

over ang give an electric signal to a datalogger

countin
raingau,
raingau,

handheld raingauge that was read out on every

the number of signals given by each
every minute. The tipping-bucket

s were supplemented by a simple ST
tipping-bucket discharge gauge

visit to thie site. Figure44  The hydrologic monitoring unit
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equipment in 1991.

Figure4.5  Partofthe hydrologic monitoring unitin the debris-flow trigger zone TCP in 1991.

Figure4.6  The discharge flume with the
ting and the sediment deposition
5:31:?:% 1991. * Figure4.7  The Campbell CR10 data logger.
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If overl Ld flow occurred during a rainstorm, it was forced to flow through a flume (fig. 4.6). This

flume was

200 cm long, 50 cm wide and 28 cm high, sloping 16°. In the flume 2 grating was mounted

with 2*2lcm? meshes retaining the coarsest sediment which should leave the flume at the front. Water
‘level in the flume was measured by an electric-capacity device fixed at one side of the flume. Finer-
\grained Ediments and water could fall through the grating into a tank, where most of the finer sediment
settled. On one of the sides of the tank the water level in the tank was measured by another electric-

‘capacity/|di

evice. As water level rose, it could reach the outlet of the tank, a 90° V-shaped weir. The

water flowing out of the tank passed through a tipping-bucket discharge gauge, sensitive to 0.5 1. This
dischargﬁ gauge was designed to give reliable discharge measurements up to about 12 I/min. Higher

discharg
‘ Q

s had to be calculated from an empirical relationship for a 90° V-shaped weir:

= 1.40z>° 43

where: Q= water discharge (m%s); z, = depth of water flow above weir outflow base (m). The tipping-bucket
raingaugﬂs, the electric-capacity devices and the tipping-bucket discharge gauge were connected to a

Campbe
storing r:

CRI0 datalogger (fig. 4.7). Once either of the two raingauges tipped, the logger started

nfall, discharge and electric capacity (water level) until rainfall had ceased for 30 minutes.

(t appeared that monitoring unit did not work satisfactory. Once overland flow with a high amount 6f

lebris en
30° inth

red the flume, its velocity decreased as a result of the sudden decrease in slope angle from

ully to 16° in the flume. Coarse debris often settled in the flume, blocking the way for other

naterial reaching the flume. The effect was enhanced by the rough surface of the grating and the
'emoval ¢f water through the grating. Once the flume was filled up with sediment, new material
eaching the flume would flow over the edges of the flume and remain unregistered. The electric-
:apacity device in the flume broke down after a few weeks and could not be repaired. Sediment
‘:nteringt e tank also settled, filling up the tank. In these conditions, the electric-capacity device in the
ank measpired capillary water in the sediment rather than a water level related to discharge. Therefore

nost of th

registrations from this device were useless. However, qualitative results could be obtained

or some events. Once the tank was full, sediment flowed out of the tank and blocked the tipping bucket
ischarge|gauge.
"o overcome these problems, the unit was changed in 1992 (figs. 4.8 and 4.9). Both electric-capacity

evices wi

re removed. To reduce friction in the flume, the grating with square meshes was replaced

¥y a grating made of bars 2 cm apart pointing in downslope direction. A second sediment-removing

rire-netti

g with 4 mm wide mazes was fixed under the grating, removing even more debris. Water

nd finer sediment fell into a new tank with a fine maze, where most of the remaining debris was

deo camers

tank
sedip
wire3

gure 4.8

i sent-retaining <=
efting onduit

removed. The finest material (fine sand, silt, clay)
and water were conducted from this tank to 2 box,
In this box the discharge was first measured by the
tipping bucket gauge and then led through a
conventional household water-discharge meter (fig.
4.10). This discharge meter could measure
discharges> 12 I/min more reliably than the tipping
bucket. A video camera was added to the
installation to show the motion of debris through
the flume and the reliability of the discharge
measurements. The camera was only activated at
high rainfall intensities. In 1993 and 1994 the
b camera was used to record the occurrence of
household-type  overland flow and debris-flow-like surges in the
discharge gauge  gepris flow trigger zone TCP.

The hydrologic monitoring -unit ~ Although the renewed installation worked better
equipment in 1992-1994. than the 1991 configuration, the grating still

ﬂumf; j\?/@gh grating ﬁ

o

tipping-pucket
raingauges

ith

tipping-bucket
discharge gauge

¢ : i SR A A 3
Figure4.9  Thehydrologic monitoring unit in the debris-flow trigger zone TCP in 1992-1994.

became blocked when debris moved in. Thé video camera recordings clearly showed that once th.e
grating was blocked by debris, additional debris arriving at the flume piled up behind the blockage until
finally water and sediment would flow over the edges of the flume.

4.5 Preparation of base maps
4.5.1 DEM: geodetic survey

In order to run hydrologic simulations of a debris-flow trigger zone, a digital elevation model (DEM)
of the area was needed. In 1991 and 1992 the TCP debris-flow trigger zone was accurately surveyed,
with the “key’ gully in high detail. This was done with a Wild T2 theodolite sensitive to 0.0001 degree
and a Wild Distomat D3 infrared distance meter sensitive to 0.001 m. The accuracy of any measured
point is estimated at +0.05 m in all directions. ]
Measurement points were as much as possible chosen along characteristic lines like ridges, gullies and
rills, making their positions accurately known. Every series of measurement points along one
characteristic line was called a ‘measurement series’. The slope surface connecting any two adjacent
points within a measurement series is straight, so more ‘known’ points could be generated along these
series by linear interpolation. About 300 points were measured and about the same number generated
along the characteristic lines by linear interpolation. These irregular-spaced datapoints were
interpolated to aregular grid using akriging-based interpolation technique of the GRID v4.06 module
ofthe SURFER software package. This DEM was converted to PC-Raster (Wesselingetal. 1996) and
DINOFLOW formats, and in these programs it was used for hydrologic simulations. Also, the DEM
was used to produce contour maps of the debris-flow trigger zones.
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Figur¢4.10 The discharge-measurement box with

——ty
b, .
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gouge for removal of tree-
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Figure
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handle bar
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conduit (a) and tipping-bucket (b) and
household-type (c) discharge gauges.
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The increment borer used for tree-
ring sampling.

Ehdtdad AL laps

A topographical base map of the Bachelard Valley
was obtained by digitizing the IGN 1:25,000
topographical maps (sheets 3539E Jausiers / Le
Sauze, 35390 Barcelonnette / Pra-Loup and 3540-
estEntraunes/Colde la Cayolle). A geological base
map was derived from the BRGM geological maps
1:50,000 (sheets XXXV-39/895 Barcelonnette and
XXXV-40/ 919 Allos) and 1:250,000 (sheet 35
Gap). In 1993, a survey has been carried which
resulted in a map with a complete inventory of

debris-flow trigger zones in the Bachelard Valley,

4.6 Dating debris-flow deposits
4.6.1 Preparations

Debris-flow deposits originating from five different
debris-flow trigger zones have been dated using
several methods. The first step for each of the five
sites consisted of delineating the deposit zones
belonging to each of these trigger zones. Next,
individual debris-flow deposits within the deposit
zones were identified and mapped, discriminating as
much as possible between channels, levees and
terminal deposits. A preliminary relative dating of
the deposits was performed by investigating their
positions relative to each other. Finally, each of the
deposits was searched for possible dating material:
lichens and affected trees. Some of the deposits
lacked both lichens and trees, making dating by these
means impossible. For each deposit, several
environmental variables that might have influenced
the growth of the investigated trees or lichens were
investigated as well.

4.6.2 Dendrochronology

Tree-ring samples were usually taken at breast
height using a stainless-steel incremental bore (fig.
4.11). After sampling the sampling hole in the tree
was sealed with a balm to prevent infections. Data
concerning sampling location, tree and samples were
recorded on a standard form (appendix Al). The
tree-ring samples of 0.5 cm wide and up to 30 cm
long were dried to prevent rot. In the laboratory the
tree-ring samples were glued to grooved sticks for
support (fig. 4.12) and a fresh-cut surface was
prepared along the sample using a knife or

BN

Figure4.12 A tree-ring sample prepared for analysis.

sandpaper. Next the tree-ring widths were measured using a microscope with cross-wire connected to
ahand-driven pulse generator which produced 250 pulses per mm (1 pulseevery 4 pm). After measuring
tree-ring widths, multiple samples from each tree were cross-correlated to identify false and missing
rings. However, no cross-correlation between trees was executed and therefore it was assumed that no
missing rings were present in any of the samples, so that only false rings had to be removed. This was
done by visual inspection of the ring-width diagrams and the tree-ring samples. In a sample that would
actually have a missing ring, the procedure would thus lead to the erroneous removal of a fictional false
ring from the other sample from the same tree.

Different sampling techniques were used for trees which had been subjected to different events. These
events include corrasion, partial burying and inclination. Also, trees that were thought to have started
growing on top of the deposits after deposition had taken place were sampled (minimum-age trees).
Intrees with corraded bark, two samples have been taken: one sample in the scartissue, another sample
in an undamaged part of the tree.

Partially buried trees, inclined trees and minimum-age trees were usual ly sampled at breast height (about
1.40 mabove the surface) at the downslope side of the tree and in a direction perpendicular to it (Weiss
1988). For some buried trees, a sample has also been taken in the buried part of the stem. By taking
samples at breast height (about 1.40 m), the age of a minimum-age tree cannot be derived from the tree.
ring sample alone (Alestalo 1971).Clearly, the tree must have grown for some years before reaching
a height of 1.40 m. In the study area, 1.40 m high trees appeared to be 6-8 years old, so 7 years were
added to the ages indicated by the tree-ring samples of all minimum-age trees or a proportional number
ofyears if sampling had taken place at another height. For the other categories of trees, such corrections
were not necessary. Another problem with minimum-age trees occurred. Not all tree-ring samples
contained the central, innermost tree rings. Hence a correction was made by estimating the number rings
to the center of the tree not present in the sample.

Further analysis of the samples involved simple visual analysis of the tree-ring pattern for the corraded
tree and the minimum-age trees. A statistical analysis was necessary for buried and inclined trees. The
Split-Moving Window test, described in more detail in chapter 9, was used to analyze the ring-width
pattern of buried trees and the ring-width eccentricity pattern of inclined trees.

4.6.3 Lichenometry

Lichenometrical dating of debris-flow deposits was performed using the species Xanthoria elegans and
Rhizocarpon geographicums.l.. Each deposit was searched for the five largest lichens growing on the
deposit. Of each of these lichens, the largest diameter or smallest enveloping circle was measured using
a circle-template or a ruler which were read to the nearest 1 mm. The deposits were searched from
bottom to top to prevent disturbance of that part that still had to be investigated.

Irregular thalli were discarded from the data set if the largest diameter exceeded the smallest diameter
(or largest inscribing circle) by more than 50%, a criterion also used by Locke et al. (1979). Lichens
growing on exceptionally large stones and on stones within the debris-flow channels were discarded,
as it is likely that such stones have been transported by processes other than debris flow. Innes’ (1984)
criterion was used to check if the largest lichen found on a deposit actually belonged to the lichen
population on the deposit (eq. 2.95).
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6.4 Regular field surveys: observations and photograpﬁs

rom reguiar surveys and photographs taken in the years 1991-1995, “fresh’ debris flows have been
1apped. Most of the photographs used for this purpose were taken in 1992 and later. The photograph
ries are ot complete for all parts of the Bachelard Valley. The term ‘fresh’ refers to deposits that
tve originated since the preceding visit to the study area. A combination of investigation of field
laracteristics of the deposits, comparison of photographs taken at different times, and memory was
iedto ideiiltify fresh deposits. Atthe TCP site, a video camera supplied additional images of debris-flow
iggering Wwithin that trigger zone. Field characteristics used were:

‘ - vegetation cover on the deposits (veryrecent

deposits are not vegetated),

- vegetation buried by the deposits (broken or
severely damaged vegetation in a debris-flow
track that still looks fresh is probably less
than a week old),

- presence of very fine material on stones at the
surface (very fine material tends to be washed
away from stones at the surface after only a
few rainstorms),

- deposits covering or cutting aroad (ifthe past
state of that road is also known) ,

- presence of snow under or on top of deposits
(then snow has fallen before respectively after
the debris flow took place: fig. 4.13),

- Steepness and stability of levee sides and lobe
fronts (steep and unstable in fresh deposits;
secondary processes lead to stabilization and
flattening),

- wetness and packing of the deposits (fresh
deposits are very wet and foosely packed;
subsequently drainage and compaction),

- presence of stones in the debris-flow channel
(recently used debris-flow channels are often
swept free of stones; subsequently there is an
accumulation of stones falling from the side
levees or from other sources),

- colour.

Debris-flow deposits on top of late-
ying snow.

Dther methods

’ral otherimethods have also been applied or attempted. Erosion in the ‘key” gully was measured
seasonalbasis from late summer 1992 until late spring 1995 using three rows of erosion markers
i to the gully (51 markers all together). This was done to get some idea of the annual amount
aterial removed from the TCP site. Although mass movements and severe gully incision have caused
s problems with the markers, good and reasonably detailed results were obtained. In summer 1994,
t-based efosion was measured from of 0.5 m wide and 0.5, 1.0and 1.5 mlong erosion plots installed
ree debrig-flow trigger zones. However, only few rainstorms occurred during the period that the
were insfalled and during one ofthese (26 June), several tanks were completely filled with sediment
rther ploE were destroyed by falling stones. The results from the erosion measurements are not
1ssed in this thesis.

Some methods havecompletely or largely failed. An
attempt to inventory and characterize t?)e debris-flow
trigger zones, by measuripg orestimating pmeters
describing their topographic, morphologic and
hydrologic characteristics, was largely unsucce.ssful
due tothe inaccessibility of many debris-flow trigger
zones. Among the characteristics checked were
trigger-zone dimension, steepness, aspect and she?pe,
number and dimensions of gullies, presence ofrills,
vegetation cover, rock types, regolith material an'd
debris presence. Attempts to measure the hydraulic
conductivity of the coarse debris by means of the
salt-dilution method (Benischke and Harum 1990,
Gees 1990) with the setup shown in figure 4.14 have
also failed. The same box has been used to determine
pore-size characteristics of the coarse debris by

Figure4.14 Set-up for measurement of the h.y-
draulic conductivity of coarse debris.

filling the pores with a hardening foam, but this has also failed. Finally, flume tests for the determination

of overland-flow viscosity and density as a function of sediment content has also failed.
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PHYSICAL QUANTIFICATION OF DEBRIS-FLOW TRIGGERING
CONDITIONS

5,1 Physical modelling of debris-flow triggering in the Bachelard Valley

The initial quantification of the conditions leading to debris-flow triggering in the Bachelard Valley was
based on Takahashi’s (1978, 1980, 1981a, 1981b) physical model of debris-flow triggering (eq. 2.22).
This model uses the strength parameters effective cohesion ¢’ and effective static internal-friction angle
@,'; solid density p,, solid concentration c. and surface-slope angle B of the coarse debris and the
density p,of the fluid flowing through the pores of the coarse debris.

In order to quantify the level of fluid flowing through the coarse debris, the conductivity of the coarse
debris must be determined. The conductivity depends on the porosity and the pore-size distribution of
the coarse debris, as noticed by Bovis and Dagg (1988; eq. 2.23) and on the characteristics of the fluid
flowing through the debris. In many debris-flow trigger zones in the Bachelard Valley, Hortonian
overland flow is produced during high-intensity rainstorms on slopes covered with fine-grained regolith.
Such runoff usually contains a lot of fine-grained sediment (cf. Postma 1988, Hovius 1990), so it will
have a high density and viscosity compared to pure water. Sometimes the sediment content is high
enough to classify the runoff fluid as a debris flow. The high viscosity slows down the flow through
the pores and suppresses turbulence. When the fluid contains stones, these may get stuck in the pores
of the coarse debris and block the flow path. Especially the sizes of the pore necks (the narrow
connections between adjacent wider spaces, the pores) in the coarse debris will determine whether or
not this will occur. Thus both the runoff-fluid characteristics and the pore-size characteristics of the
coarse debris should be incorporated in any models of debris-flow triggering in the Bachelard Valley.

5.2 Characteristics of the coarse debris

5.2.1 Strength

The strength of the coarse, cohesionless (¢ ’= 0)
debris in debris-flow trigger zones is determined by
its static angle of internal friction ¢,’. The test
described in section 4.2.2 was used to determine
kinetic internal-friction angles (Blijenberg 1995),
although the trigger model uses the static internal-
friction angle. As explained in section 4.2.2, it was
impossible to correctly determine the static internal-
friction angles, but the tests were continued with the
idea to later try and find a relation between static
and kinetic internal-friction angles in the literature.
The rock type constituting the debris determined the
choice of the five test locations (fig. 5.1). Rock-type

— road main study area

compositions tested were sandstone, flysch, | — river ® debris strength test site
limestone and two mixtures, mix1 consisting of |~ — crestline 1 limestone
) N &g town 2 sandstone (TdP)
sandstone, limestone and some marl, and mix2 o village 3 flysch
consisting of sandstone and limestone. These rock- * pass 4 rock mixture 1 (TCP)
4 summit 5 rock mixture 2 (TCP-N1)

type compositions are characteristic of debris on
scree slopes in the study area. Figure5.} Location of debris-strength test sites.




Table 5.1 Kinetic internal-friction angles of five coarse, cohesionless debris types.

IDebris type All data

N¢  Average’ 0 Min Max

Outliers rejected

High-low rejection® Stepwise rejection®

N°®  Average’ ¢ Min Max Average’ ¢ Min Max

All data 250 37.5+0.6 2.1 31 43
[imestone 50 36.0+04 13 34 40
Mixture 1° 50 36.6+0.5 1.8 31 40
Sandstone 50 37.70.6 22 33 43
Flysch 50 383£0.5 1.8 34 42
Mixture 27 50 38706 2 36 43

248 37.5£06 2 33 43 375£0.6 2 33 43

48 36.0+0.3 1.1 34 .38 359403 1.1 34 38
48 36.7+0.5 1.6 33 40 36.8+0.5 1.6 34 40
48 37.7+06 2 34 42 377+0.6 2 34 42
48 384205 1.7 34 42 38.520.5 1.6 35 42
48 38.7:0.5 1.9 36 43 38.54£0.5 1.8 36 42

All values (average, o, min, max) are in ).

Number of samples.

Composed of sandstone, limestone and some marl.
Composed of sandstone and limestone.

L. 1005 ~— Alldata

— Flysch
g — Limestone
P 754 -~ Sandstone
e Mixture 1
3 ~— Mixture 2
& 504
§ 251
£
[«

Kinetic internal-friction angle )

s}

friction angles for five debris types.

Variable value (% of original value)

Figure5.3  Sensitivity of Takahashi’s (1978,
1980, 1981a, 1981b) debris-flow
triggering model for its component
variables.
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Outliers are the highest and the lowest values of the sample.
Outliers are the two values with the largest difference from the sample average, one removed at a time.

Values given are the average and the 95% confidence interval of the average.

Measured kinetic internal-friction angles ¢’ range
from 31-43° for 250 individual tests. The
¢,'-distributions of the overall data set and five
different location subsets are shown in figure 5.2,
Average ¢, values for each of the five subsets are
given in table 5.1. The average ¢, values range
from 36.0° for limestone to 38.7° for a mixture of
limestone and sandstone. Standard deviations are
about 2°, but smaller for limestone. The width of
the range of measured values is the result of both
natural variation and measurement errors. The last
doesn’t seem to be very large: measurement errors
are estimated to be generally less than 2°. A
Kolmogorov-Smimov test showed that each of the
five location data sets has anormal ¢, -distribution
at a 95% confidence level,

Even small differences in internal-friction angle
have a marked influence on the potential triggering
of debris flows, as shown in the sensitivity analysis
of Takahashi's (1978, 1980, 1981a, 1981b) debris-
flow triggering model (fig. 5.3). Therefore the
influence of outliers in the data on the
¢,’-distributions was examined by rejecting two
outliers from each data subset (table 5.1). In the
high-low-rejection method outliers were defined as
the highest and lowest values in the subset. The
Stepwise-rejection method consisted of a two-step
procedure of rejecting the outliers. In the first step
the ¢’ value with the largest difference from the

avgrage was rejected and in the second step this procedure was repeated with the reduced subset to
remove a second outlier. It appears that the influence of outliers on average ¢,’ values is small: with
2 qutliers removed, the maximum changeis 0.2° (0.5%). Naturally, the removal of outliers has more
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Table 5.2 Significance of differences® in average kinetic internal-friction angles for five debris types.

Debris type Mixture 2 Flysch Sandstone Mixture 1
Limestone 0.000" 0 g o0 0.061
Mixture 1 0 0 X

Sandstone 0.018 0.106

Flysch 0.352

indi ili lation.
* Values indicate the probability that samples belong to the same popu
® Bold value indicates significant difference between sample averages at the 95% confidence level.

influence on the standard deviation, which then decreases by 0.09-0.24° (5- 13%). Our primary interest
is on average ¢, values, and as the influence of the outliers on these values is small, the complete
have been used for further analysis. . .
’?‘it: rsal;bgie; average ¢’ values in this study is in accordanfe with results obtained by others. Martins
(1991) reported static internal-friction angles ¢,’ = 38-41° for angular fragments of crushed rock of
30-80 mm. Kinetic angles of internal friction can then bq expecged to be somewhat smaller, pqrhal?s
0-3° (Martins 1991). The average clast size in his experiments is well comparable to the one in this
study (50-95 mm), but the size range in this study is w14er: 5 t0 200 mm. Cha.rles (1991) mentioned
results from Gallacher (1972, 1988), who has performed field tests on Iunconsohdatecd gravelat Megggt
Dam in Scotland yielding ¢, = 37.5°. Kenney (1984‘) rqported ¢, values of 37° for whell-gr;ag%,
crushed, angular sandstone and slate with average grain sizes of about 5-40 mm and Sta_t am ( _ )
found kinetic internal-friction angles of 38-42° for angular gravel z.md talus, slightly higher ;l;z;n in
this study. For loosely-packed, well-sorted, 38-53 mmApe.bble.s, Kjefllr.na.n and Jak?bson (1o If’ in
Farouki and Winterkorn 1964) have determined a static internal-friction fmgle $,/ =371 d s ;s
suggested by the term ‘pebbles’, this concerns smooth, rounded clasts, ¢,’ may be expected to be
higher for angular, rough-surfaced material.

Average ¢, values from the data subsets were compared using difference-of-means tests. Tfib_le 5112 |
shows that in most cases the differences in average ¢,’ values between tl}e data sets are statls;(lca y :
significant at the 95% confidence level. This seems to suggest a relalnon between the roc t—;ype
composition of the debris and ¢,’. However, the 1a.rge_ dlfferenc_e in ,¢k between the two lzmx trl;esé ‘
mix 1 and mix2, urges for caution. Of course, the large difference in ¢,’ between the tvyo roc l-ngx ; ;e
subsets might actually be related to the presence of a small (5-10%) marl fraction in mu; . n1
other hand, factors such as clast size, size sorting, clast shape or clast r.oughncss, which themselves
may be influenced by rock-type, could equally well be the‘cz‘luse of the dlffcrencg. Thelieforg, ave}:ag: :
¢,’ values were compared to several other debris-characterizing parameters fiescnbmg clast zlze, sh _a;;] :
and sorting (tables 5.3 and 5.4). Table 5.5 shows that the clast-size sorting parameters fave. :gor; :
positive correlations with ¢’ (table 5.5). The sorting parameter used here is the goefflclent of variati n
(= standard deviation / average) which gives low values fgr well-.sochd materials (narrol;’v gram:_lz
range) and high values for poorly-sorted materials (wide grain-size rmge). Fr’orr’; 1tqese Sloaj rll:g
parameters, the one based on clast volume, cvy, has the best correfation with ¢, (71% exp |
variance, significant at the 95% confidence level):

b, = 3450 + 0993 cv, 51 :

This agrees with Lambe and Whitman (1969), Statham ( 1‘977).and Ha_nser_l anq Lgndgren (”1['19160)’1—‘:;1:10
also mentioned higher (static 7) internal-friction angles with wider grain-size dlStnbutlolll)S. e sovemg;r :
parameters cv, and cv, can also explain the ¢,’-variation well, but the smaII number of subsets pre
statistical significance of their correlations with ‘Pk’ at the 95% confxde_nce leye;ll. \ “This absence
Average clast-size parameters do not have statistically slg'mfxc_ant rfelatlons with ¢,’. boanis Tooth
of a relation may be caused by the small range of clast sizes in this study (average b-ax
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Table 5.3 Definition of debris parameters. 33-50 mm), but still seems to agree with results from 1.0 - prolate oo x equant
Bharameter type Parameter Description others, who have found either no relation at all
Aberage (Bishop 1948), or aslightly positive (Martins 1991)
Qlast size or negative relation (Lambe and Whitman 1969, 0.8 1
m, clast long-axis length: « (mm) Kenney 1984). A literature survey and theoretical 2 X
m, clast intermediate-axis length: b (mm) considerations led Farouki and Winterkorn (1964) 3 ’
m, clast short-axis length: ¢ (mm) h 1977)to th lusion that internal 061
my clast volume: V = a'bc (cm®) ar}d Stat aml( )t](:jtbe (?OEC USlgnt a fm crnak- <
Clast shape dimensionless clast-size ratios based on: frlc-tlor-l angles shou e Incependent o average ) * Flysch
iy intermediate to long clast-axis length: b/a grain size. It seems reasonlab]e to assume that thl_s ER i Rt
Moy short to long clast-axis length: c/a applies to both ¢, “and ¢, which would make it x Sandstone
Moy short to intermediate clast-axis length: c/b acceptable to apply the ¢, values from this study : mﬁiil
P Volumetric coefficient (Joisel 1948, Lee et al. 1983): ratio of to coarser debris as well. 0.2
vo]umesv 7{/ elligsoic! with axes a, b, ¢ to volume of sphere with At first glance clast shape and clast-shape sorting _
axes a: =D . .
Shiriing (coeficient of variation) a VIV, =bla seem to have little influence on ¢,’. However, clast 0.0 L2aded 5 tabular
. g ; ; b X T T v e
Clast size variation in stone sizes based on: §hape, esp’eclally with Py gorrelates weh[lw1th [0N 0.0 0.2 0.4 e 0.6“3 0.8 1.0
v, clast long-axis length ina multiple regression with cv, as the secoqd
v, clast intermediate-axis length independent variable. Together,‘cv!,and mb,‘,'e%plam Figure5.4  Clast shapes based on clast-axis
v, clast short-axis length more than 99% of the ¢,’-variation (statistically ratios for five debris types.
d e clast volume significant even at the 99% confidence level):
ast shape variation in stone shapes based on: /
Vi bla ratio ¢ = 42.81 +1.062¢v, - 13.4m,, 52
z:"“ ZZ :ZEE The effect of clast shape found here is difficult to compare with results from other researchers, who
cv:.;,hvz VIV, ratio have generally used shape factors based on clast angularity or clast-surface roughness. These factors
- are based on relatively small irregularities on the clast surface. Positive relations are mentioned for
these shape factors (Hansen and Lundgren 1960, Kézdi 1974, Statham 1977, Kenney 1984, Martins
1991). Kenney (1984) reported that grain angularity influences ¢, more than grain-size sorting. All
Tdble 5.4 Debris-parameter values for five debris types. tests in this st_udy have been performed on equally rough, angular material; only the limestone may
S _ have been a bit less rough. In contrast, this study uses an overall clast shape factor based on clast axis
ris type Averag‘e Sorting ratios (fig. 5.4) and giving the same values for example for spheres and cubes.
Clast size Clast shape Clast size Clast shape
m, m, m, my My Mgy Moy My, cv, ¢V V. cvy CVyy Ve CVp CVyye
Linestone 51 33 20 71  0.66 039 061 026 057 0.6 066 2 024 031 03 046 52.2 Density, porosity and hydraulic conductivity
Mixture 1 79 51 29 30 0.67 0.38 0.57 0.26 078 0.7 081 3 023 038 036 0.51
Sandsty . . . . .
Fl 1scshone ;2 ‘5% gz ;z 8'22 8;5 g'ig g'fg 8‘22 g‘gg g'g}‘ g 0.22 025 0.24 039 The density of the coarse debris depends on its rock-type composition and porosity. Sandstone and ;
Mixture 2 65 42 28 35 067 045 0.68 031 084 0.8 084 5 g'; g'gl g';g g'ig flysch have solid densities p, = 2.4-2.7-10° kg'm®, limestone is slightly less dense with:
i : : S it p,=2.2-2.5-10° kg'm™. Porosity determinations (table 5.6) did not yield unexpected results. Average :
Tgble 5.5 Correlations between kinetic internal-friction angle and debris parameters. Table 5.6 Porosity of coarse debris.
Average Sorting Debris parameter ~ Subset N*  Porosity Difference-of-means test (95% confidence level)
Clast size Clast shape Clast size Clast shape Average © Min Max Tested samples Different 1/2 tailed test !
m, my, m. my My, Ma, Mg My U, v, %, CVy Ve Vi v | oveme Allsamples 110 045  0.05 0.33 0.59 :
Rdgression7* 0.92 0.68 044 1.36 08 017 0 024 187 2.28 087 273 01 Packin Dense 47 043 0.04 033 050 Dense-Loose Yes 1
S 027 0.19 0.25 g
Re¢ fation , + + + - + o+ o+ Loose 57 048 0.04 0.40 0.59
1 a.rTable 22 13 6 38 18 1 0 2 54 63 20 71 0 2 1 2 Average grainsize 10-25mm 36 044 0.05 0.33 0.50 Fine - Coarse No 2 i
2fariables® 83 73 78 71 99 88 81 O 74 74 0 - 87 79 8l 82 30-50mm 74 046 005 034 059
“ Regression with 1 independent variable. Critical £ =2.35: 1-tailed test, 3 degrees of freedom, 95% confidence level Grain-size sorting  Good 58 048 0.04 0.41 0.59 Good - Quite poor  Yes !
'fl&egression with 1 independent variable. Bold value is significant. Quite poor 10 0.44 0.01 0.43 0.46 Quitepoor-Poor  Yes 1
¢ -ji+-and ++ indicate respectively weak negative, weak positive and strong (significant) positive relations with ¢@,". Poor 37 042 0.04 0.34 0.50 Poor - Very poor Yes 1
* Variation in ;' explained by variable (%). Very poor 5 037 0.04 0.33 0.43
¢ Viariation in @’ explained by 2 variables of which one is cvy (%). * Number of samples.
9 99!




d})rosity is 0.45. The porosity is independent of the average stone size, but shows a strong relation
i

th packing and stone-

0y Ay

»y
T

%]

though the coarse debris is probably
Bachelard Valley, the fluid flowing thy
with a high viscosity. Under such co
1lyid can block the pores of the coars

classes with increasingly wid

ﬂ
Y
)
2
j=u
«
o
o
2
o
[= N
@
o
=i
w
E
=
=

a
aQ
o
g
N
o
=
o
w
=
w
=
=
&
=
@
5
o
g

size sorting. For densely-packed samples, porosity is 5% less than for loosely
acked ones. Stone-size sorting was determined visually in the field and divided into the following
e stone-size distributions: good, quite poor, poor and very poor. From
od'to very poor, each of the sorting categories has a significantly lower porosity than its predecessor,
th an 11% difference in porosity between the two extreme categories. Field observations revealed

ne of the categories good, quite poor or poor.
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turbulent. However, with regard to debris-flow triggering in the
rough the coarse debris is not pure water but sediment-rich runoff
nditions, the flow may well be laminar. Also, stones in the runoff
e debris, effectively decreasing its conductivity. Because of these

prgblems, the hydraulic~conductivity measurements were abandoned.

5.3

Most of the determinations concerning the fine-
du(Clot des Pastres debris-flow tri
dexsity is 2.51£0.55-10°
from the TCP and PBN

Characteristics of the fine-grained regolith material

grained regolith material have been done in the Téte

gger zone, where the regolith has developed in marls. The solid
m’ and the dry bulk density, Puysis 1.65£0.31-10° m’, Grain-size distributions
trigger zones are shown in figure 5.5 for the fraction < 2000 pm. At TCP and
eveloped in the same parent material, so it is not surprising that the samples

from both trigger zones are well comparable. The regolith material is mainly composed of sand-sized

(35380%) or coarser (20-65%;
clayjand silt (0.1-1.2%

small stones of up to several cm) material. The very low amount of
fraction < 53 um) is surprising, because a small but significant amount of clay

(and silt) is usually thought to play a crucial role in the mobility of debris flows (Innes 1983a, Pierson

[=>]
!
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[
i

Cumulative weight (%)
o

1 — Tcp

— PBN

100 300 1000 3000
Grain size (um)

Figure5.5 Grain-size distributions of fine-

100

grained regolith material in the debris-
flow trigger zones TCP and PBN.

Table 5.7 presents the porosities and field water
contents of fine-grained regolith material. The
samples have been taken in the TCP and CdM
(Combal du Menon; location see fig. 6.1) debris-
flow trigger zones. Average porosities for samples
from TCP are about 29% on a volume basis. The
1991 samples taken in dry material have about 8%
higher porosities than samples from 1991 and 1992
taken in wet material. This might be caused by
sampling disturbance. During sampling, wet
material is likely to be somewhat compacted. On
the contrary, dry and crusted material is likely to
break up during sampling which may result in an
increased porosity of the sample compared to the

Table 5.7 Porosity and field water content of fine-grained regolith material.
Location Subset Porosity Field water content
N*  Average ¢ Min  Max N*  Average ¢ Min  Max

TCP All samples I51 0289 0.067 0.166 0.76 148 0.083 0.046 0.01 044
1991 41 0342  0.055 0.173 045 .- 40 0083 0.037 001 0.17
1992 110 0269 0.06 0.166 0.76 11T 0.084 0051 001 044
1991 dry surface 38 0347 0.054 0.173 045 37 0077 003 001 017
1991 wet surface 3 0248 0.018 0269 03 3 0161 001 0154 0.17
1992 dry period 31 0271 0.035 022 035 310052 003 001 0.11
1992 wet period 79 0269 0.068 0.166 0.76 80 0.097 0.052 0.041 0.44

CdM 12 0335 0.038 0281 041 12 0.06 0.016 0.039 0.1

* Number of samples.

undisturbed parent material. As far as field water contents are concerned, the table conﬁr{ns that_these
are higher in wet situations than in dry situations. Although the water contents of' samples immediately
taken after rainfall simulations are higher (16%) than those of the other samples taken on wet surfaces
(10%), they are still far from saturation (25-35%). The 7-8% higher porosities ofthe 7 991 dry surface
samples compared to the 1992 dry period samples might be explained by surface conditions: the 1991
samples were all taken in a hard, crusted surface, but in 1992 the dry period samplf.:s were taken only
afew days after a period of prolonged rainfall in a surface that had not yet been desiccated. However,
if this explanation were valid, the 1991 samples could be expected to have lower measured field water
contents than the 1992 samples. As table 5.7 shows the opposite to be true, it must be concluded that
there is no satisfactory explanation for the differences in both porosity and field water content between
the 1991 dry surface and the 1992 dry period samples.
In addition to porosity and field water content, pF-
curves were determined for several samples taken in 30 -
the wet period of 1992 from TCP and CdM (fig.
5.6). The average water content of the TCP
samples at pF =~ 0 (0.249) agrees well with the
porosities from the 1992 samples and the 1991 wet-
surface samples. The initial water contents of the
1992 samples taken from wet surfaces (0.097)
agree with field capacity of the regolith
(pF=2-2.5). The difference between the pF-curves
from TCP and CdM is due to the different parent
materials from which the regoliths have developed:

n
=)

e
o
N

data average

pF (mlog(- cm water pressure)
(3.1

marls at TCP and flysch at CdM. Comparison of 054" T eamn=b)

the samples taken immediately after rainfall - — TCP(N=12)

simulations with the pF-curve shows that such 0.0 . . \ —
samples are at pF = 1.4 (= 25 cm matric suction). 0.0 0.1 0.2 03 04

M 3 3,
This indicates that only a thin layer at the surface is Volumetric water content 8 (cm'/em’)

saturated when runoff occurs during rainfall
simulations. It must be remembered that the
cylindrical samples used for sampling are 5 cm
long.

pF-curves of fine-grained regolith
material in the debris-flow trigger
zones TCP and CdM.

Figure 5.6
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5.4 Discussion and conclusions

5.4.1 Effect of input-parameter uncertainties in quantitative physical modelling of debris-
flow triggering

‘Wher the results obtained in the previous sections are compared with the triggering model of equation
2.22,two observations can be made. First, the parameters that could be measured all have a distribution
arournld their respective averages due to natural variations and measurement errors. Second, some
pararjieters could not be determined, such as the fluid density pyand the static internal-friction angle
¢,". No clear relation between ¢," and ¢,” has been found in literature. This makes it difficult to use
the mgasured ¢, values in the debris-flow triggering models, although Martins (1991) reports ¢, values
to be 0-3° less than ¢,'. These differences are as large as the total variation in ¢, values caused by
debri§ composition found in this study. Besides, it is not known whether the difference between ¢,’
and @y’ is also related to the parameters in table 5.3. A preliminary, rough estimate of ¢, values woulsd
be abjput 40-42°. '

The effect of all these uncertainties in the input
values of the triggering model is shown in figure 5.7.
This figure shows the variation in values obtained
for the safety factor F from a Monte Carlo
simulation of debris-flow triggering conditions. In
the calculations it was assumed that the debris is
fully saturated, x = 1, p = 30° and all other input
parameters have normally distributed values. The
values used in the calculations are close to those
‘ measured in this study. @,’ was estimated to be 41.5°
Figurg)s.7 DiStribUf.i,Oﬂ of F-values from  withastandard deviationof3°,and the fluid density
]Tglg?gg:b ?is -(égzvgéiglgifgig Iﬁl; pywas estimated to be 1350 kg-m? with a standard

‘ " deviation of 100 kg'm™. The resulting distribution

' of F-values has an average value F = 0.32 and a
standard deviation of 0.06. Although the slope angle used here is smaller than slope angles in debris-flow
trigger zones in the Bachelard Valley, this has no effect on the relative range of F-values.

Number of F-values

O e ] 2 3
0.1 0.2 0.3 0.4 0.5 0.6
Safety factor F

Besidgs the variation in F-values resulting from uncertainties in the input values of the triggering model,
other lincertainties arise from the lack of knowledge of the fluid flow through the pores of the coarse
debrig, Such uncertainties arise from the strong effect of water content on the viscosity of the interstitial
fluid ip fluids with high sediment concentration, as found by Bentley (1979) and Chen (1986) (see
§ectio 2.1.2). The viscosity can easily vary by an order of magnitude for only a few percent change
in watgr content. Also, the size of the pore necks of the coarse debris has a strong effect on the hydraulic
condugtivity. Suppose the pore (necks) can be represented as small tubes in the debris mass. The flow
velocity through a tube is proportional to the square of its radius r, and can be derived from equation
2.38 fbr 1,=0 and using 1) instead of 1. According to Poiseuille’s Law, the discharge through a tube
is proportional to the 4™ power of the tube radius:

Ty

the = fudA =

r=0

ry 4
Lih —dH(rj —rz)nrdr - 5.3
Y dny, ds 8y
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P, = 2500 kgm3
p, = 1350 kgm3
fluid level m=1 - z,/z,

(b)

Figure5.8  Three typical situations if a rock-fluid mixture reaches an accumulation of coarse debris.

- Fortwodebris masses 1 and 2 differing in average grain size (4, and d,), but with identical coefficients

of variation of grain size (cv) and porosities 8,, the ratio of average grain sizes d,/d, will also be the
ratio of the average pore sizes. The ratio of the number of pores per unit area increases inversely
proportional to the square of the average pore size, so the ratio of the number of pores ofthe two debris
masses will be dy/d;2. Now the ratio of the hydraulic conductivities can also be determined. With the
hydraulic conductivity expressed as the number of pores per unit area x conductivity of a pore, the
hydraulic conductivities will have the ratio (dy2/d\2)(d,*Idy*y=d\*/d,*. So the hydraulic conductivity of
the coarse debris varies with the square of the pore (neck) sizes of the debris. The probability that
stones in the runoff fluid may block the pores of the coarse debris also depends strongly on the pore--
neck sizes.
In figure 5.8 three situations are depicted when runoff from the fine-grained regolith in a debris-flow
trigger zone reaches the coarse-debris accumulation on the channel floor. From left to right the
viscosity decreases. For each of these situations, the value of the stability factor Fis calculated from
equation 2.11 using B = 30°, ¢," = 41.5°, ¢. = 0.60, p, = 2500 kg-m" and p,= 1350 kg'm*. The
leftmost situation represents the immediate and complete blocking of the pores by stones from a highly-
viscous runoff. The debris mass remains completely unsaturated and the runoff will mainly flow over
the surface of the coarse debris (fig. 5.8). This results in F = 1.53 (stable). The middle situation
oceurs at a medium viscosity and a lower stone content. Now the fluid flows through the pores of the
coarse debris, completely saturating it (fig. 5.8b) giving F = 0.44 (failure !). Finally, the rightmost
situation is for a low-viscosity fluid flowing through the coarse debris, saturating only the lower half
of the debris (fig. 5.8¢) and resulting in F = 0.95 (failure imminent). It can be seen that the F-values
from these situations vary by a factor 3.5. In situation b failure would occur, in situation aall is stable.
For situation b, Takahashi’s triggering model (1978, 1980, 1981a, 1981b; eq. 2.22) with k= 1 yields
even less stable conditions: F=0.32.

5.4.2 Consequences for modelling debris-flow triggering

From figures 5.7 and 5.8 it must be concluded that the use of a quantitative, physical model for debris-
flow triggering only makes sense if the factors playing a role in the triggering can be quantified .
accurately. Considering the available data and, moreover, the missing data, further use of suchamodel
in this study seems absurd. After abandoning the quantitative, physical approach, the question remains
whether or not another approach can still be followed. The most promising direction seems to be an
empirical approach using rainfall and runoff data on the one hand and actual, recorded occurrences of
debris flows. The combination of these data should result in the determination of threshold values of
rainfall (such as duration or intensity) and discharge with regard to the triggering of debris flows.
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RAINFALL SIMULATIONS IN DEBRIS-FLOW TRIGGER ZONES

6.1 Introduction

In the previous chapter it was concluded, that a quantitative, fully-physical modelling of debris-flow
triggering was impossible. A more promising, indirect approach was chosen based on available data
in order to find the critical amounts of rainfall and discharge triggering debris flows. Discharges can
be calculated by performing simulations with a hydrologic model (chapter 7). The hydrologic model
divides water inputs at the surface (rainfall, runoff) into infiltrating and non-infiltrating portions. In
order to perform this division, the infiltration process must be described, preferably by a simple
function (see section 2.2.1, egs. 2.77-2.79 and 2.81). In this study, the Philip infiltration function was
used (eq. 2.79), which uses 2 parameters to describe the infiltration process: the steady state infiltration
capacity X and the sorptivity S. These parameters were determined by means of rainfall simulations
(see section 4.3.4; also Blijenberg et al. 1996).

Altogether 351 rainfall simulations have been carried out in at six locations (fig. 6.1): Téte duClotdes
Pastres (further called TCP: 252 simulations), Pra Bouréou North (PBN: 10 simulations), Pra Bouréou
South (PBS: 36), Les Longs (LL: 6), Bayasse/Bachelard (BB: 14) and Combal du Menon (CdM: 33).
The rainfall simulations at TCP and PBN were carried out in regolith developed from calcareous
sandy-silty marls; at LL the simulations tests were 105performed in slope deposits consisting of
sandstone, limestone and flysch debris and at CdM in slope debris ‘originating from flysch. BB is
located in the highly erodible Terres Noires marls; it is not a debris-flow trigger zone, but its material
characteristics are representative for debris-flow trigger zones developed in Terres Noires. The
simulations were carried out in 1990, 1991 and 1992 on test plots with slope angles of 27-54°. Rainfall
intensities in the simulations varied from 28-291
mmv/hr. After a simulation, the wetting front had
usually penetrated less than 10 cm deep into the
regolith, and the saturated zone never extended
deeper than a few cm.

During the rainfall simulations, some of the
processes occurring in debris-flow trigger zones
during rainfall have been observed (see section 3.3).
The initially dry regolith surface is usually
irregular, showing a more or less pronounced
micro-relief formed by small lumps and fissures.
After a dry period, the desiccated top layer of the
regolith often forms a crust cemented by lime.
‘When rainfall starts, the crust softens very quickly,
usually within seconds. Raindrops falling on the
surface cause splash, which transports material
downslope. The splashed water and sediment often

— road e rainfall simulation site

disappear§ from the testplot, causing a net loss of | — river ' 1CdM Combal du Menon
water (estimated up to 30% water loss). Aftersome | 'vasrf line 21L Leslongs
time ponding occurs. The steep slopes offer little o vilage 3BB  Bayasse - Bachelard

. 4PBN Pra Bouréou North
opportunity for surface storage, so overland flow e 5PBS Pra Bouréou South
starts quickly. The overland flow immediately |E=Astudyarea 6 TCP Tétedu Clot des Pastres
concentrates in micro-rilis of only a few miilimetres

wide and deep. Figure6.1  Location of rainfall simulation sites.
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Antutration parameters
1 Constant-runoff (CR) tests

s constangt-runoff or CR method was used in 154 rainfall simulations at TCP, PB

pe angles of test plots ranged from 27-52°, and rainfall intensities were 55-230 :;n%l%ra}gv(;ﬁ?gs
ze from [7-1 2'8 n.qm/hr and are log-normally distributed (fig. 6.2). Average K-values from the Io
;sf(_)r_me K-distributions are presented in table 6.1 for homogeneous subsets based on location tesgt-
’, litholagy or o?her c.riteria. Homogeneous subsets were mutually tested for differences ir; lo .
rage K- v lues thh_ adifference-of-means test (Student’s -test). Table 6.2 presents the si gniﬁcancge;
s for di ferences in log-average K-values between different locations and between different years
Fi valuesindicate significant differences at a 95% confidence level (probability p < 0.05)y '

as assunjed that the different parent materials in table 6.1 would have i i
: ¢ . . produced different 1
's and that thése wou'ld show different infiltration characteristics. Table 6.2 shows thartetghc;sltil;l
:ed the case, with th'e highest X-values in the sandstone-limestone-flysch material at LL, (88 mm/hr)
the lowest values in the flysch debris at CdM (35 mm/hr). The regolith developed in calcareous

Is at TCP is intermediate between those two with 43 mm/hr.
1!}1;; f:ro m the TCP-site in 1990 s’how asignificant difference from those of 1991 and 1992 (table
- This is probably caused by the high rainfall intensities used in the 1990 simulations, as K-values
:6.1 Steady-state infiltration capacities (mmv/hr) obtained from rainfall simulations.
s.ubset ' Test method
’tlon Lithology Other criteria Constant Runoff Infiltration Envelope
o ) N? K® Ne g
154 42
1990 16 68
1991 17 42
1992 126 40
Terres Noires marls series 8 14 40.2
flysch 30 35 30 47.9
sandstone, flysch, limestone 3 88 5 13 l'
-PBS+TC: calcareous marls 121 43 267 524
2 53 10 127.1
) 36 51.7
series 5 12 67.9
series 6 12 57.4
series 7 12 42‘5
' (calcareous marls) 119 43 221 55.9
‘ :
! 1990 6 66 30 -
1991 17 42 82 53
1992 96 42 109 71.2
1990+1991 23 47 112 45.7
1991+1992 113 42 191 523
series 1 14 29A9
series 2 11 45.7
, series 3 14 45.9
series 4 14 9'8
test plot 3 42 .
ber of samples.
w/hr.
id, negative value obtained.

appear to be influenced by rainfall intensity 7, (fig.
6.3). The average rainfall intensity used in 1990
was 144 mm/hr, whereas in 1991 and 1992 it was
about 105 mm/hr. The testplot data from figure 6.3
were obtained by testing one plot with three
different rainfall intensities. It shows a clear linear
increase of K with i,, which could have several

causes:

1

The runoff intensity (i,; expressed as a
depth-per-time, equivalent to rainfall
intensity) increases with rainfall intensity,
causing a greater depth of the water film at
the surface and an increased hydraulic head
between the surface and the wetting front.
For example, if the hydraulic head at the
wetting front is -100 cm, an increase of the
water-film depth at the surface from 1 to 2
mm results in a 0.1% higher hydraulic
gradient between the surface and the
wetting front. Therefore, the effect is
virtually negligible. .
However, a greater depth of the water layer
at the surface must also result in a greater
depth of the saturated zone in the regolith
immediately below the surface. When the
depth of the saturated zone increases, more
(macro)pores are filled with water and K
increases. This means that X is not a
constant, but a function of rainfall intensity.
This effect is probably much stronger than
the effect mentioned in the preceding point.
A part of the overland flow was not
captured due to the imperfect contact of the
collection funnel and the regolith surface,
causing a loss of runoff water that was not
measured. This means that measured K-
values are overestimated. It seems likely
that this overland flow loss will increase
with increasing overland flow intensity, and
thus with increasing rainfall intensity.
Splash loss is a significant factor in the
apparent relation between K and .. Under
natural rainfall the net loss by splash is
zero, but due to the small size of the test
plots a fraction of the rainfall splashes

Table 6.2 Significance levels for differences in
log-average K-values (K-values from
the constant-runoff method).

Data subset ~ N*
A: year (TCP) 1990-1992 1992 1991 1990
1990+1991 23 0.294 0.318 0.397 0.11

1990 6.-0.016°  0.019 0.029
1991 17 0.906 0.892

1992 96 0.969

1990-1992 119

B: lithology CdM LL
TCP - 119 0.01 0
LL 3 0

CdM 30

® Number of samples.
b Bold value indicates significant difference between
sample averages at the 95% confidence level.

Number of K-values
>

25 50 75 100 125
K-values (mm/hr)

Figure6.2  Distribution of K-values from the
constant-runoff method.
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Figre 6.3  Relation between K and rainfall
intensity.

outside the plot in simulations. If each raindrop causes a constant fraction, a, to splash outside
the testplot, the splash loss intensity, i, (also expressed as a depth-per-time, equivalent to
rainfall intensity), increases linearly with rainfall intensity. Corrected K-values, XK', can then

be calculated from:

K' = (,-i)-i, = G-ip-i = K-ai 6.1
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Table 6|3

Sorptivities (cm//min) obtained from rainfall simulations using different calculation methods.

Data sybset

Locatio Lithology Other CR Infiltration envelope
criteria Direct 1, - Fy,p plot Vi, - VFypplot  Philip Smith &
Al Outliers Al Outliers Parlange
data  rejected data rejected
All data) 0.194 0.183 0.169 0.181 0.176
- 1990 0.224 021 021 0.213 0.213
- 1991 0.206 0.2 0.162 0.195 0.171
- 1992 0.19 0174 0.17 0.177 0.175
BB Terres Noires marls series 8 0.25 0.32
. CdaM flysch 0.226 0.207 0207 0215 0.215 0.17 0.21
LL sandstone, flysch, 0.327
limestone
TCP+PBN+PBScalcareous marls 0.183 0.178 0.159  0.173 0.165 0.15 0.22
. PBN 0.189
" PBS 0.2 0.27
- series 5 0.2 0.31
- series 6 0.21 0.28
- series 7 0.2 0.25
TCP (calcareous marls) 0.183 0.178 0.16 0.173 0.165 0.14 0.2
- 1990 0.196 0.204 0204  0.20] 0.201
- 1991 0.206 0.2 0.162 0.195 0.171 0.15 0.21
- 1992 0.179 0.162 0.158 0.166 0.163 0.14 0.2
- 1990+1991  0.203 0.2 0.164 0.195 0.174 0.17 0.23
- 1991+1992  0.183 0.178 0.159 0.172 0.164 0.16 0.2]
- series | 0.17 0.23
. series 2 0.2 0.28
- series 3 0.17 0.24
series 4 0.18 0.23

Test method

Assuming that splash loss is the domina
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iculated
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dM. Ave
_ (sands
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ars.

ation 6.1 can be used to assess the amount of s
nsities and K-values. For the testplot data in fj
reases the log-average K-value from 41.5 mm/hr (ati, = J6 7mm/hr)to K’ =2.2 mm/hr (at

0 mm/hr). In some cases, this correction of individual K-values re.
valltes. Thus splash cannot be the only factor involved in th
splash Joss increases linearly with rainfall inten:
ntitative effect of each of these factors involv
for the effect of rainfall intensity.

sresents the results of the sorptivity determina
for each CR test using the Smith and Parlan
LE em/Vmin. Sorptivities have normal distribu

age sorptivities for different parent material
one, limestone and flysch) are the highest: 0.33 cm/Vmin. Avera
23 cm/Vmin) are significantly higher than sorptivities at TC

18 em/Vmin), as can be seen in table 6.4. No differences were found betwe
fferent y

nt factor determining the relation between X and i,
plash loss and to correct measured rainfall
gure 6.3, a is nearly 25% and the correction

sulted in negative K-
e K-i, relation. Also, the assumption

sity may be wrong,
ed is unknown, the K-values have not been

tions. In the direct method, sorptivities were
ge (1978) equation (eq. 2.86). 8 varies from
tions, as can be seen in figure 6.4 for TCP and
s show significant differences. The S-values at

ge sorptivities at CdM
P (calcareous marls;
€N measurements from

Two other methods based on Smith and Parlange
(1978) were also used to calculate average
sorptivities for the CB methoq. Assurnmgba
constant rainfall intensity, equation 2.86 can be

written as:

1, = S?Fg, 6.2
or
Jt = S\Fsa 6.3
with:
6.4

Foar 2i,K

: Fgep= Smith and Parlange factor in [T’~I‘;‘]; 1, is time-
::}-I;:):g:; When 2, is plotted as a function of Fggp,
the average sorptivity is the square root of the
tangent of the regression ling of the data set (fig.
6.5). For Vi, plotted against »/stm §ver?ge
sorptivity is the tangent of the regression line (fig.
6.6). Both methods produce very similar S—valu;as
but give on average 4-5% smaller S-values (-10%
to +4%) than the direct method (table 6.3).
Outliers have little effect on average S-values from
the CR direct method. Data from CdM show no
outliers, and rejection of the three outliers at {he
TCP site will decrease the average S-value w1t.h
only 3% from 0.183 cm/Vmin to 0.178 cm/Vmin

—— 1991 f,= 0.0398 Fggp r’=0.65 ﬁ;g
- 1992 1,=0.0264 Fg,p r=0.61 =
outliers rejected: -
— 1991 t,= 0.0263 Fgqp r=0.84 ;\V‘:g
e 1992 t,= 0.0249 Fg,p r=0.70
o outliers
E 6
s
*-F'
g 4
= 3
g’
5 2
&1
Q. q
0 T

50 75 100 125
Smith & Parlange factor Fge (min%em?)

o
N
o

Sorptivity determined from time-to-
por?zling versus Smith and Parlange
factor plot.

Figure 6.5

ignificance levels for differences in
Tuble 64 s\l/irrlage S-values (S-values from the
constant-runqff 'direct’ method).

Datasubset ~ N*?
A: lithology CdM LL
TCP 103 0.001° 0

LL 2 0.002

CdM 27

B: year (TCP) 1990-1992 1992 1991 1990
1990+1991 20 0.172 0.094 0.908 0.8
1990 5 0.645 0.519 0.76

1991 15 0.178 0.104

1992 83 0.58

C: year 1992 1991

All data 134 0.6 0.487
1990 9 0.107 0.554
1991 15 0336

1992 110

® Number of samples.

® Bold value indicates significant difference between
sample averages at the 95% confidence level.
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Sorptivity determined ﬁom square
root of time-to-ponding versus
square root of Smith and Parlange
factor plot.
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(range -6% to 0%). The V2,-VFy,, method (fig. 6.6)
is slightly more sensitive to a rejection of outliers
with an average decrease of 4% (-12% to 0%). The
1,-Fsqp method (fig. 6.5) reacts even more strongly
with an average decrease of 8% (-19% to 0%).
According to Green and Ampt (1911), sorptivity is
linearly related to the square root of the ‘steady
state infiltration capacity (eq. 2.66). Figure 6.7
shows the relation between X and S for TCP. The
relation is weak (all data, 1992 data) or not
significant at a 95% confidence level (1990 data,
1991 data). For the overall TCP data set, only 13%
of the variation in S is explained by K. If S is
plotted against the square root of X, the
significance and the explained variation of the
relations are nearly the same.

6.2.2 Infiltration-envelope (IE) tests

316 infiltration-envelope or IE tests were
performed at TCP, PBN, PBS, LL, BB and CdM.
Slope angles of testplots ranged from 27-54° and
rainfall intensities from 28-291 mm/hr. Figure 6.8
shows that it was not possible to use least-squares
fitting for the Philip (1957) and Smith and
Parlange (1978) equations (eqs. 2.84 and 2.86).
These equations cannot be written in the form
i, = f(£,), only in the form #, = f(i,), so a least-
squares regression minimizes the sum-of-squares
of the #,-deviations from the infiltration envelope
rather than the sum-of-squares of i-deviations.
Manual fitting of these functions usually resulted
in a good fit only for near-zero or negative values
of K. A negative-exponential function appeared to
fit the data better:

o= Keeh' 6.5

r

The negative-exponential function is the only
function that produces realistic K-values with
least-squares fitting. As the physical meaning of
the constants @ and b in this function is not clear,
this function is only used to obtain K-values (table
6.1). This function explains as much as 87-96% of
the variation in 7, for datasets from testplots with
similar characteristics (slope angle, regolith type,
initial soil wetness, surface type), as shown in
figure 6.9, where a ‘series’ refers to a group of

o 2504 . + rills = + 1990 - dry
£ K « interrills ﬁ x 1991 - dry
E 2009 .: E . 1992 - wet
2z 150 %.

;’3 100 § +.

E 50 g . -3?( X %x X x X

& frt

£ 04 T T T T \ £ 0 T T T T 1
g 0 100 200 300 400 500 g 0 100 200 300 400 500

Time to ponding  (s) Time to Ponding  (s)

Figure6.11  Time-to-ponding as a function of
rainfall intensity and initial soil
moisture (TCP).

Figure6.10 Time-to-ponding as a function of
rainfall intensity on rills and interrill
areas (TCP 1991).

rainfall simulations on mutually similar plots. The explained variation decreases for less uniform

datasets. For data grouped by test location (regolith type) the explained variation is 23-92%. Here

the high values of explained variation, 82% at PBS and 92% at BB, are again for datasets from

testplots which are also similar in other characteristics. K-values from the IE method shows the same
pattern as for the CR method: LL (sandstone-limestone-flysch) has the highest value (131 mm/hr),
CdM (flysch) the lowest (48 mm/hr) and TCP (calcareous marls) is intermediate (56 mm/hr)

To calculate sorptivities, the K-values obtained from the negative-exponential function were used in
the Smith and Parlange (1978) and Philip (1957) infiltration-envelope functions. Table 6.3 presents

the results. The Philip (1957) function gives on average nearly 30% lower values than the Smith and
Parlange (1978) function. For manually-fitted curves, the Smith and Parlange (1978) function seems
to fit the data slightly better than the Philip (1957) function (fig. 6.8). When different lithologies are
compared, TCP and CdM do not differ much in their sorptivities, but the sorptivity at BB (Terres
Noires marls) is much higher (table 6.3). Figure 6.10 shows that rills and interril] areas seem to have
the same time-to-ponding at comparable rainfail intensities, and therefore they seem to have the same
sorptivities. However, hard conclusions cannot be drawn, because rills never occupied more than 30-
50% of a rainfall simulation plot. Figure 6.11 shows that time-to-ponding is generally shorter on
moist or wet surfaces than on dry surfaces as a result of a smaller sorptivity on wet surfaces (cf. eq.
2.66). In this figure the 1992 data are from a wet period and the 1990 and 1991 data from a dry

period.

6.2.3 Comparison of the constant-runoff and infiltration-envelope tests

Table 6.1 shows that the CR method gives on average 22% lower K-values than the IE method
(excluding the LL and PBN data because of the small number of tests at these sites). However, a
direct comparison poses some difficulties. When fitting an infiltration envelope, the datapoints with
large time-to-ponding have far more influence on the value of K than the datapoints at smaller time-
to-ponding. This results from the importance of X relative to § in the infiltration-envelope functions,
which increases with increasing time-to-ponding. As mentioned before, the CR method probably
overestimates K-values. It then follows that the IE method overestimates K-values even more.
Where sorptivities are concerned, the IE Smith and Parlange method gives the highest values. They
are on average 10% higher than values from the CR direct method. The IE Philip method gives the
lowest values, on average 21% lower than from the CR direct method. The three CR methods give
well-comparable results. '
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Figure6.12 Infiltration during a rainfall simulation: (a) the ‘ideal’ situation with laterally-confined
infiltration; (b) the actual field situation with laterally-unconfined infiltration.

6.3 Boundary effects during rainfall simulations

Thg plots that are tested during rainfall simulations are not clearly defined in a lateral sense. In the
caltulations a confined situation is assumed where only vertical flow occurs in a soil column below
thejtestplot surface as a result of gravity and matric forces: the ideal situation shown figure 6.12a.
In reality the situation is unconfined and matric forces will also cause lateral flow from this column
(fig. 6.12b). As water is removed from the column, the wetting front will move downward slower
than in the ideal situation, so #, will increase compared to the ideal situation. Horizontal flow from
the column also implies that at any moment the infiltration rate at the surface is larger than for the
ideal situation. Thus for #~c the apparent infiltration capacity is also larger than for the ideal
sitflation and therefore the measured value of X overestimates the actual value. At small ¢, the
horizontal flow from the soil column implies that the apparent, measured S-values also exceed the
actyial values. One approach to correct for such boundary effects is to quantify the lateral flow of
water from the regolith column. Such quantitative relations between measured and the actual values
of ¢,, K and S have not been found, so no corrections could be made. In the next chapter, their
actual values are estimated from a calibration of runoff models on measured discharges in the TCP
debyris-flow trigger zone.

6. Occurrence of micro-scale mass movements during rainfall simulations

Atlhigh rainfall intensities, a remarkable phenomenon sometimes occurred. Within the first few
mifjutes after the start of ponding, the top layer of the regolith failed and a micro-scale mass
mayement was triggered with dimensions of up to 10 cm long and wide and a few centimetres deep.
This usually loccurred on a local steepening of the microrelief. During downslope movement the
slide disintegrated and might transform into a micro-scale debris flow which could move well outside
thetestplot. Figure 6.13 shows such a micro-scale debris flow. These mass movements only occurred
on steep slopes at high rainfall intensities, when overland flow was present. On the other hand, no
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more mass movements occurred during the later
phases of a simulation, when the surface became
smoothed by runoff and splash. It therefore seems
likely that, besides the overall slope angle and the
rainfall intensity, the surface microrelief plays an
important role in the occurrence of these micro-
scale mass movements. An attempt was made to
define the threshold conditions for their
occurrence as a function of both slope angle and
rainfall intensity. Figure 6.14 seems to suggest a
minimum slope angle of about 34-36° at very high
rainfall intensities, and a minimum rainfall
intensity (not corrected for splash loss) of about
60-70 mm/hr at slope angles of 55° or more. This
minimum rainfall intensity must exceed the
steady-state infiltration capacity, as the occurrence
of runoff also seems to be an important factor
involved in the occurrence of the micro-scale mass
movements. The threshold function in figure 6.14
is given by:

l”J)min = 32+ ""“m_ 6.6

Ir,min - 47

where: B,,, = minimum slope angle (°); i, = minimum
rainfall intensity (mmv/hr). The threshold function is
valid for 7, between 60-70 and 200-250 mm/hr.
Bearing in mind that splash loss does not occur Figure6.13 Micro-scale debris flow during a
during normal rainfall, and that the splash loss rainfall simulation. Arrows indicate
during the rainfall simulations may be in the order the upper and lower ends of the
of 25% of the imposed rainfall intensity (see flow; total length of the flow is
section 6.2.1, fig. 6.3), the actual minimum rainfall about I m.
intensity for the occurrence of these micro-scale
debris flows could be about 75% of the 55 4  Mioro-scale mass movements +

uncorrected rainfall intensity used in equation 6.6. 50 :verland flow only
This implies that micro-scale debris flows might < 45

be triggered on slopes of at least 39-44° foractual @ .

rainfall intensities of 70-100 mm/hr. Eye-witness & 40 f.t .
accounts state that debris flows in the Bachelard & 35 LI t.

Valley usually occur within 5-10 minutes afterthe ~ ¢ 301 . nteshold: B, = 32 + 800.¢, - 47)
start of high-intensity (50-100 mm/hr) rainfall 50 100 150 200 250 300

(Hovius 1990, Van Asch and Van Steijn 1991), so Rainfall intensity i, (mm/hr)

the occurrence of these micro-scale mass Figure 6.14
movements seems to be an important link between

the occurrence of overland flow and the actual

triggering of debris 11flows. The link is probably

established through the deliverance of high amounts of sediment to the overland flow, which causes
an increase in density, viscosity and flow depth of the overland flow, resulting in a higher capacity
to mobilize coarse material such as stones.

Threshold conditions for the occur-
rence of micro-scale mass move-
ments during rainfall simulations.
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for use in difficult terrain circumstances. The main advantages are testing on undisturbed material
and the rglatively quick testing procedure. The main disadvantages are the boundary effects in the
soil, wategr loss by splash, the small fall distance and the large, uniform raindrops. The CR and [E
methods poth have their advantages and disadvantages. In spite of the larger operational efforts and
measurement errors the CR method seems preferable. K and S values are easily calculated and for
sach CR fest a K and an S value are obtained, making it possible to construct K and S distributions
from multiple CR tests. For the TCP debris-flow trigger zone, K-values from the CR method were
generallyjiin the order of 20-80 mm/hr, and S-values were generally 0.12-0.28 cm/vVmin. For the IE
method, K-values were generally 40-55 mm/hr and S-values 0.15-0.17 cm/Vmin (Philip function) or
3.20-0.24cm/vmin (Smith and Parlange function). Both methods overestimate the actual values of
Kand S. Taking into consideration this overestimation, which probably exceeds the (estimated) 25%
>verestinjation of rainfall intensity, Hortonian overland flow is indeed likely to occur during high-
ntensity fainfall of 50-100 mm/hr which is believed to trigger debris flows in the Bachelard Valley.
The occugrence of micro-scale mass movements on steep slopes at high rainfall intensities (at least
39-44° atjrainfall intensities of 70-100 mm/hr) could be a key factor in debris-flow triggering. These
nicro-scale mass movements are likely to deliver high amounts of relatively fine sediment to the
sverland flow. Such sediment-rich overland flow has different hydraulic properties from pure water
wnd has afhigher capacity to mobilize coarse material.

6.5 Conclusions
In spite of the disadvantages of the rainfall simulations, the method seems to offer good possibilities
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7 MODELLING DEBRIS-FLOW TRIGGERING AND FREQUENCY: MODELS

7.1 Introduction

For the Bachelard Valley, eye-witness accounts
state that most debris flows occur within 10-15
minutes after the start of high-intensity rainfall
(Hovius 1990, Van Asch and Van Steijn 1991), so
rainfall intensity and probably Hortonian overland
flow (see section 6.5) seem to be key factors in the
triggering of debris flows. Therefore the empirical
quantification of debris-flow triggering conditions
must be based on the comparison of recorded debris
flows on the one hand and on rainfall or discharge
characteristics on the other hand. In this chapter,
the models that were used to calculate rainfall and
discharge characteristics will be presented. Figure
7.1 shows the general characteristics in terms of
input and output of these models. The models based
on rainfall data only are described in section 7.3
and the discharge models based on both rainfall and
infiltration characteristics, are described in section
7.4. In the next chapter, these models will be used
to quantify debris-flow triggering thresholds.

Figure 7.1  General overview of the rainfall and
discharge models in this chapter.

7.2 Input data for the models

The input data necessary for such models were only available for the TCP debris-flow trigger zone.
For this site detailed rainfall and discharge records and debris-flow occurrence dates for four
consecutive summers (1991-1994) were available, as well as data on regolith characteristics. For the
rainfall models, described in section 7.3, only rainfall data are needed. The discharge models (see
section 7.4) use data on rainfall and regolith characteristics to calculate infiltration and discharge; these
models can be calibrated by comparing calculated discharges with measured ones.

The rainfall records were obtained from discrete tipping-bucket raingauges which registered every
0.2 mm of rainfall. As the firstrecorded tip of a bucket in any minute may have been caused by rainfall
which had mostly fallen in the preceding minute, the maximum error in the value recorded rainfall for
any minute is 0.2 mm. This means that rainfall totals also have an uncertainty of 0.2 mm. Besides the
error introduced by the moment of the tip, the rainfall records for the two different raingauges also
show differences. The 1991 rainfall records for instance show that non-systematic differences between
the two raingauges were often 5-10% and could be as high as 20%, even though the raingauges were
less than 10 m apart (see fig. 7.2). In 1992, 1993 and 1994 only one of the raingauges functioned
reliably. For most of the 1991 rainstorms, data from both raingauges were averaged, as neither of the
two raingauges showed any obvious malfunction.

A major problem was the lack of rainstorms with reliable discharge records. Inspection of the discharge
records, video camera recordings and field observations have all shown that on many occasions
discharge had occurred, but it was hardly, or not at all, recorded. This could be caused by an internal
malfunction of the equipment, as happened in 1993. A more frequent cause was the obstruction of the
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lower raingauge (PLU-1)  discharge flume with sediment, as shown in figure
I upper raingauge (PLU-2) 7 3. This made most of the 1994 measurements and
a large part of the 1991 and 1992 measurements
useless. All events with high discharges have

Rainfall {mm)
5

0.5 .
00 g caused obstruction of the flume, and the flume
1430 14:40 1450 15:00 could only be cleaned during the field campaigns.
Time (hh:mm) Thus only a few events which had occurred before

the flume was obstructed and which had low or
moderate discharges, less than 20-30 I/min, were
reasonably reliable. These occurred in June and
July 1991 and in June and July 1992.

Figure7.2  Differences in rainfall recorded by
tworaingauges at the TCP site.

The discharge models also need regolith and
surface characteristics. These are the infiltration
parameters K (steady-state infiltration capacity)
and S (sorptivity; see chapter 6) and the regolith
storage capacity, expressed as an equivalent depth,
which was calculated from: '

STO = z,(8,-6) 7.1

where: STO = regolith storage capacity in (m); z,., = regolith
depth in (m); 8, = porosity and 6,= field water content, both
dimensionless. For porosity and field water content
the (normal) distributions are based on TCP data
for dry conditions (the subsets ‘1991 dry surface’
and ‘1992 dry period’ in table 5.7, N = 67). The
6, -distribution also takes into account the very
Figure7.3  Obstruction of the discharge flume  weak relation between 8,and 6, for this data set.

with sediment. However the data did not allow to make a
distinction between interrills and rills:

8, = 0.313+0.060¢ 7.2

6, = 0.007 +0.1878 +0.017¢ 73

whegre: € = a random term with the standard normal distribution (average = 0, standard deviation = 1).

R?golith depth (normal) distributions were obtained from 100 measurements in gullies and larger rills
anl from over 200 measurements on interrill areas. The K-distribution (log-normal) was obtained from
the constant-runoff method and the S-distribution (normal) from the ‘constant-runoff direct’ method
(sge section 6.2.1). The S-distribution also takes the weak relation between S and X into account. For
the interrills the data distributions are given by:

K = 10V°01%e o 369x1.563° 7.4

S = 0.1018 +0.001864K +0.05118¢ 1.5

2, = 0423+0283¢ 7.6
ang for the rills by:

K = 10%8%8:0070 o 455x].175° 7.7

S = 0.1302 +0.001004K +0.05050¢ 7.8

z . = 0250+0.139¢ 7.9

reg

with: K in (mm/hr), S in (cm/Vmin) and z,., in (m). Finally, pTT———————
the TCP catchment was mapped from a geodetic flume PLU-T PLU-2 3
survey. Figure 7.4 shows the contour map of the N
monitored catchment with the position of the
equipment. From this map the surface area was
derived: total area A, = 213 m? rill area
A,= 13 m? and interrill area 4, = 200 m? Also the T discharge
pattern of gullies and larger rills was mapped. N

box A

| = -
0 10m

7.3 The rainfall models Figure7.4  Map of the monitored gully in the

) . debris-flow trigger zone TCP.
The rainfall models are based on rainfall data only.

The following parameters could be derived for
each rainstorm recorded at TCP: total rainstorm

precipitation 1,,,, rainstorm duration #,,, maximum  E 100
rainstorm rainfall intensity over an x-minute E 10 4.
interval i,, (x=1,2,3,5, 10, 15, 30,60, 120 and T ‘x\‘
1440 minutes) and rainstorm antecedent £ 1 e,
precipitation index APl Also, total daily g \‘\‘V_
precipitation I, ,, was calculated. The 4P/ was E 0.1 \‘\\
calculated using the discrete form of the general & RN
e e s . B £ 0.01+ T T =
antecedent precipitation index function (eq. 2.9): 1 10 100 1000

= Rainfall intensity time interval (minutes)
AP = Y i Ae 710 .
N=0 Figure 7.5 Maximum error in calculated rain-

where: AP, = API at time ¢ in (mm); N = counter; i,y galzl gznig;zsluiii l:egpz?ng-lztll:lz:,t

amount of rain fallen during time step t-NA¢t in (mm); At ‘ . .

time step length in (days), in this study Af = [ minute = raingauge registrations.

1/1440 day; o = decrease coefficient in (days'); e* ¥ 4 =

weighting factor for rain fallen NAt days before time ¢ (<1;

dimensionless).

With these parameters, several models were made. The simplest models use only one parameter: this
is either an x-minute rainfall intensity, a total rainfall amount or the rainfall history. The other models
use two, three or four parameters. One of these uses total rainstorm precipitation and rainstorm
duration, which will enable to make a comparison with equations 2.4 and 2.5, the threshold curves
for debris-flow triggering based on Caine (1980) and by Innes (1983a). The other multiple parameter
models use a maximum rainfall intensity parameter i,, and one or more of the parameters f,,, 1, and
API; one of these uses i,, and ¢, , which will therefore enable a comparison with Caine’s (1980)
original debris-flow threshold curve (eq. 2.3). ‘
Some remarks can be made on the uncertainties in the rainfall models. All rainfall totals, rainfall
intensities and rainfall histories have uncertainties of about 10%, resulting from the uncertainty in
the rainfall records. The effect of the discrete, 0.2 mm tips of the tipping-bucket raingauges causes
an uncertainty in the rainfall totals of 0.2 mm. With rainfall intensities, it causes an extra uncertainty
which can amount to +12 mm/hr for the 1-minute maximum rainfall intensity (fig. 7.5).

tn
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7.4 The discharge models
7.4.1 General description of the discharge models

The mpdels that were used to simulate discharges are single-event models, appropriate for modelling
discharges for short-duration rainstorms lasting a few hours or less. Each of the discharge models
treats ither the whole catchment or a part of the catchment as a tank with several compartments for
storing water (fig. 7.6). It was expected that for short-duration events subsurface flow would
contri{Eute very little to the discharge, especially to peak discharge, so subsurface flow is not taken

into dtcount. Also, the rocks beneath the regolith are assumed to be impervious, so no deep
percolation can occur. Infiltration into the regolith is based on Philip’s (1957) equation (eq. 2.78).
In the|calculations, every time step one of three situations may occur:
The regolith may become saturated and no
incoming more water will infiltrate, resulting in
overland flow Jo, saturation overland flow. This is the
T storage-limited situation. Once this is true,
outgoing the regolith will remain saturated for the
overland flow remainder of the rainstorm, as no subsurface
for flow or deep percolation occur.

2 The amount of rainfall and ponded water
may exceed the infiltration capacity of the
regolith, resulting in Hortonian overland
flow. Now the situation is infiltration-

rainfall i,

> capacity limited.
cell size (area) A, 3 Ifneither of the above situations apply, all
Figure7.6  Basic structure of the discharge water will infiltrate and overland flow will
models. not take place. This is the supply-limited
situation.

If the Situation is not supply-limited, a certain amount of water will remain ponded at the surface, the
surfade storage 1. From this surface storage, a part will flow out of the tank as overland flow. Also,
overland flow coming from upstream may flow into the tank.

In order to calculate the actual amount of infiltrated water at time ¢, three ‘virtual’ amounts of
infiltrgtion are calculated which represent the maximum amounts of cumulative infiltration for each
of the|three limiting situations. The amounts are called ‘virtual’ because only one of the three
situatjons can actually occur at a time: this is the minimum of these three virtual amounts of
infiltration and determines the actual amount of infiltration. For the storage-limited situation, this
virtual amount is simply the maximum amount of water that can be stored in the regolith, the regolith
storage capacity STO (in mm). For the supply-limited situation, this virtual amount consists of the
total aount of water stored in (J,,)) and on (I, ,.,,) the regolith at the end of the previous time step
(+-Af)||adding the incoming of water from rainfall (1) and overland flow (/,;,, ) during time step ¢
and stbtracting the amount of overland flow (I, ) leaving the tank at time £:

I.\'upply,l II-AI * I\',/—At * Iaﬁin,r - ]of,nul,l * Ir_/ 7.11

where all terms are equivalent depths in (m). For the infiltration capacity limited situation the virtual amount,
Ly capy» 18 calculated from the Philip (1957) cumulative infiltration capacity function (eq. 2.78,
discarding the third and higher terms). The maximum amount of water infiltrating at time ¢ depends
on the infiltration parameters X and S, as well as on the total amount of infiltrated water at the end

of thejprevious time step, (/.5
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Lyeps = La + [1dr = K(+b8)+ (00" 7.12
-4t
with: £, in (min); X in (m/min); S in (m//min). %, is a ‘corrected’ time corresponding to the time needed under
conditions of continuously-ponded infiltration (‘Philip’ conditions) to obtain an amount of infiltration
equal to ,,, and it can be calculated by solving the Philip cumulative infiltration equation for t.:

2
R ik Sl S/ 7.3
* 2K
The models use correction factors for X and S, a, and ag respectively (0 < gy, ag < 1). These have
been introduced because the measured-values of K and S overestimate the actual values of these
parameters, as was concluded in chapter 6. The corrected values used in the calculations are therefore
K'=a,-Kand §' = a - S. The correction factors were obtained from calibration of the discharge
models.

7.4.2 TANKFLOW

TANKFLOW is a simple rainfall-runoff model. The catchment is reduced to one tank in the lumped
variant. TANKFLOW can also be run as a two-tank rill-interrill variant, allowing a distinction between
rills and interrills. No explicit spatial information is used other than the total catchment area or the
total rill and interrill surface areas. For the lumped variant and for the interrills in the rill-interrill
variant, there is no overland flow coming in, so that equation 7.11 becomes:

I.\'upply,l Ix—Az * I.v,t-Al * Jr,; 7.14

For the rills in the rill-interrill variant, all overland flow coming from the interrills is added to the
surface storage of the rills before the infiltration is calculated for the rills:
I = I +1 +A"’1 +1 71
supply,t  Tt-A1 Cx =Ml ;‘ of,irt  Crt 15
-

where: I, , = amount of overfand flow coming in from the interrills in (m); 4,, 4, are the surface areas of respectively the
interrills and rills in (m?). If the situation is not supply-limited (see section 7.4.1), water will be retained
at the surface and a part will leave the tank as overland flow. The outflow is linearly related to the
amount of water ‘stored’ at the surface, so surface storage decreases exponentially with time:

I.\' 1+A1 - Ix,r € o 716
“and the amount of overland flow can be calculated from:
Iof,/ = Ix,/ (1 -e —uAr) 7.17

where: [,;, = amount of overland flow in (m); a = outflow constant in (min™).

Input for TANKFLOW includes rainfall, the regolith parameters K, S and STO with the correction
factors ay and g, the catchment parameters surface area 4 (=4 oo 4ir or 4,) and the catchment outflow
constant . In the lumped variant, 4 = 4, In the rill-interrill variant, X, S, ST 0, ay, as, A and o must
be given for both rills and interrills (4 = 4, or 4,). In the calibration runs for the rill-interrill variant,
it was assumed that a, and ag were the same for interrills and rills.
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7.4.3 DINOFLOW

In contrast to TANKFLOW, DINOFLOW (Distributed INfiltration and Overland FLOW model)
uses gridtbased spatial data to calculate infiltration and overland flow and to route overland flow
frhrough%catchment. For TCP, 0.5%0.5 m? cells (tanks) were used. Each cell in the grid is either rill
or interrill. In order to calculate the amount of overland flow from a cell to its neighbour cells, the
Surface ater layer is treated as a square, rigid layer. During a time step Af this square moves
downslope in the direction of the steepest dip of the slope (the drainage direction) over a distance
depending on the flow velocity. Next, the square is divided over the source cell and its neighbours
in proportion to the areas of these cells covered by the displaced square of water, as indicated in figure
7.7. Thusithe amount of overland flow flowing from one cell to another during a time step Az depends
on the tinje step duration, the water layer depth, the flow velocity and the drainage direction. If the
source cell is a rill, overland flow will only move to the downslope neighbour rill cell, not to
downslope interrill cells.

e e O

Atthe staftt of each time step, flow velocities for both laminar and turbulent conditions are calculated:
pafg(OFC zof)2 sinf
31,

uq am

7.18

(OFC 2z, (sinp)*

n

13

of|{tur

7.19

where: u,,4=overland flow velocity for laminar conditions in (m/s); %oz = Overland flow velocity for turbulent conditions
n(m/s); p,, 7y density of overland flow in (kg/m®); z,,=cell-averaged depth of surface water layer in (m); OFC =overland-flow
soncentration factor (dimensionless; OFC = 1); n,,= viscosity of overland flow fluid in (Pa's); B = slope angle in (°);
1 = Manniflg’s roughness coefficient (dimensionless). The overland-flow concentration factor, OFC, is
ntroduced because overland flow is never evenly distributed throughout a cell. By concentration of
he flow along preferential paths, the actual depth of overland flow is increased. The OFC is the ratio
»f the actial flow depth in these paths to the cell-averaged flow depth.

Next, the Reynolds number, Re, is calculated from equation 2.87 using both the laminar and turbulent
wverland flow velocities. This results in two Re values: Re,,, and Re,,. The Reynolds number
letermings whether flow conditions are laminar (Re,,,, < 500), turbulent (Re,, > 2000) or transitional
Re,,, > 500 and Re,, < 2000). Now for laminar conditions, the flow velocity is calculated from
:quation 7.18 and for turbulent conditions from equation 7.19. For transitional flow conditions, the
low velodity, u,,, is interpolated between the laminar and turbulent velocities:

(2000 - Re,, Yu +(Re, -500)u

u - of lum tur of,tur 7.20
o (2000 - Re,,,) + (Re,, - 500) ‘
! N DINOFLOW also attempts to include the effects of
'gx ;"1 ‘égfe(;";‘;"a”y n entrained sediment on the overland flow. On the
water retained in steep slopes in d‘ebris.-ﬂow trigger zones, overland
cell (xy) flow often contains high amounts of sediment. This

Trow v water flowing from increases the density and strongly increases the
cell (x,y) to (x-1.y) . s

. : viscosity of the overland flow compared to pure

‘é{:,f?;';‘;"{é“&f;‘j;") water (see section 2.1.2). As the amount of

row y+2 water flowing from sediment transported depends on the overland flow

column |llcotumn | coturan cell (xy) to (x-1y+1)  intensity, viscosity is modelled in DINOFLOW as

x-1 x x+1  — localslope directon @ function of rainfall intensity:

igure7.7 | Downstream distribution of -over-
land flow from a cell in DINOFLOW.

20

Tlaf = nw for ir < ir,min
LGy Ly
~-i
r r,min . . .
nuf = My + (Tlmrlx —T‘w) P a. fOr lr,min < lr < lr,rmzx 7.21

nuf = nmax . for Ir 2 lr,ma.x
where: 1, = viscosity of pure water in (Pa's; 0.001 Pa-s at
20°C); Npex = maximum viscosity of overland flow fluid in
(Pars); iy my = minimum rainfall intensity needed for sediment 10 4
entrainment in (mm/min; fixed at 0.1 mm/min);
i, mae = Maximum rainfall intensity in (mm/min; fixed at 2.0

mm/min); a, = power constant (dimensionless). The power
constant a, and the maximum viscosity 1, must
be measured or calibrated. Figure 7.8 shows some
of the possible relations between rainfall intensity
and viscosity from equation 7.21.

Input for DINOFLOW consists of maps of slope
angle, slope aspect, rill pattern, X, S, STO and 0.001 . . . i g '
outflow point. Also, the correction factors ay and 00 05 10 15 20 25 30
ag, the overland flow concentration factor OFC, the Rainfall intensity j, (mm/min)
overland flow density p,,, the maximum viscosity
T » the power constant in the viscosity function
a,, Manning’s n and the minute-to-minute rainfall
are needed.

T (P29
0.014 T

Viscosity 1 (Pa-s)

0

Figure7.8  Relation between rainfall intensity
and viscosity in DINOFLOW for
different values ofa, andn,,,.

7.4.4 Calibration of the discharge models

A major problem in the calibration of TANKFLOW and DINOFLOW was the lack of rainstorms with
reliable discharge records. Only the events in June and July of 1991 and 1992 had reasonably reliable
discharge records. The June 1992 events were dismissed for calibration purposes, because the initial -
water contents for these events were always high, near saturation. In such conditions, saturation
overland flow is likely to be the dominant type of overland flow, but neither TANKFLOW nor
DINOFLOW were specifically developed to simulate saturation overland flow. Finally only three
acceptable rainstorms were left for calibration. These occurred on 23 July 1991 and on 4 and 5 July
1992. Of these three events, the first was considered to be the most important one for calibration, as
interest would be mainly on high discharge events. Calibration was performed for a single parameter
atatime. Model results were interpreted by visual comparison of measured and calculated discharges,
with emphasis on peak discharge.

With TANKFLOW, in order to account for the variability of K, § and STO, a Monte Carlo simulation
was performed with each Monte Carlo simulation consisting of 500 TANKFLOW runs. For each
TANKFLOW run, new values were drawn randomly from the distributions of the parameters X, S,
6, 6, and z,,, according to equations 7.2 - 7.9. Using these input data, the correction parameters ay
, ag and the outflow constant o were calibrated, in the rill-interrill variant for both the rills and the
interrills. In order to reduce the wide range of parameter combinations giving acceptable results, two
additional assumptions were made for the rill-interrill variant. The correction factors ay and a; were
assumed to be the same for rills and for interrills and the outflow constant o for the interrills was
expected to be slightly smaller than for the rills.

The results are given intable 7.1 and figure 7.9 shows the measured and calculated runoff for the three
rainstorms used in the calibration. It is conspicuous that the first calculated discharge peaks of the
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overland flow first had to fill up a sediment-removal basin which withheld the first 80-90 1 of water
and| sediment.

With DINOFLOW, the variability of the input data was accounted for by both the construction of the
inptit maps and by performing a Monte Carlo simulation with each simulation consisting of 10
DINOFLOW runs. For each run, maps of K, S and STO were generated by assigning random values
to gach cell using equations 7.2-7.9. DINOFLOW was calibrated for seven parameters: the correction
facfors ay and ag, the overland flow concentration factor OFC, the overland flow density p,, the
Maximum Viscosity 1,,.,, the power constant in the viscosity function a, and Manning's # (table 7.2).
Thé same rainstorms were used for the calibration. Figure 7.9 shows the measured and calculated
runpff for these rainstorms.

7.445 Stability of the discharge models

Thé numerical stability of the models was investigated by running them with an imaginary rainstorm
of 900 minutes duration with a constant rainfall intensity of 1 mm/min, followed by 100 minutes ofno
raififall. Such a rainstorm should give amonotonically and slowly rising discharge curve of decreasing
stegpness, followed at the end of the rainfall by a monotonically and quickly falling discharge curve
of decreasing steepness. For DINOFLOW, five runs were carried out. Figure 7.10 shows that both
TANKFLOW and DINOFLOW produce such curves without any apparent numerical instabilities.

Table 7.1 Calibrated values of TANKFLOW model parameters.

Varfjant ag ag o (min”)

Best guess  Acceptable range Best guess Acceptable range Best guess Acceptable range
lumped 0.45 0.35-0.55 0.5 0.40-0.60 0.4 0.25-0.60
rilldinterrill:

- interrill 0.35 0.25-0.45 0.5 0.40-0.60 04 0.25-0.60
- il id. id. id. id. 0.6 0.40-0.90

0 7 AN 0 JAAMRERSR
14 14:50 15:00 10:00 10:30 11:00 11:30 12:00
0
20 Wmmm chgend oLU 1(3)9LU2 (b))
] rainfall e
i measured discharges
i tipping bucket discharge —_— —_—

flowmeter discharge

calculated discharges
TANKFLOW discharge, lumped e

A S TANKFLOW discharge, rill-interrill -
17:30 18:00 DINOFLOW discharge

19:30 17:00

Figure7.9  Measured and calculated discharges for three calibration rainstorms: (a) 23 July 1991; (b) 4 July
1992; (c) 5 July 1992. Horizontal axis: time; left axis: discharge (V/min); right axis: rainfall (mm).
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Model parameter Calibration Physically or logically acceptable range  Units
Best guess Acceptable range

ay 0.4 0.25-0.55 >0-1 -

as 045 0.25-0.60 >0-1 -

ay 3 <l-»4 >17 .
Nimae 0.3 «0.03 -»3 0.001-~10 Pas
Pur 1200 «1000 - »2400 1000 - ~2000 kg'm?
OFC 1.5 <1-»25 21 .

n 0.1 «0.03 - »0.25 ’ 0.05-0.15? -

The effect of time step length on discharge was

investigated for three different rainstorms, with low 200 7

(1 July 1993 at 19:23), intermediate (6 June 1993 __

at 18:06) and high (5 August 1993 at 14:15) é 150 1

discharges. Figure 7.11 shows the effect of time =

step length on discharge for the TANKFLOW @ 1001

lumped variant. The TANKFLOW rill-interrill &

variant shows a similar response. All time stepsup 8 50

to 20 seconds give nearly the same discharge © L, e e
curves, so the time step for the calculations was —— DINOFLOW, 5 simulation runs
fixed at Ar=2 seconds. From figure 7.12 it appears 0 0 200 400 600 800 1000
that a time step of 0.5-1 seconds would be optimal Time (minutes)

for DINOFLOW, especially at high discharges. In
order to reduce computation time, the time steps
were fixed at Af;, = 2 seconds for interrills and at
At,= 1 second for rills.

Figure7.10 Numerica] stability of the discharge
models.

7.4.6 Sensitivity of the discharge models

Sensitivity analyses were also carried out for the three rainstorms with low, intermediate and high
discharges mentioned in the previous section. They were carried out to investigate the influence of
changes in model parameter values on peak discharge for the hydrologic models. The sensitivity in
figures 7.13 and 7.14 is given here by the relative value of the peak discharge as a function of the
relative value of an input parameter, where 100% refers to the calibrated values of the input parameters
and the corresponding peak discharges. )

Figure 7.13 shows the sensitivity of TANKFLOW peak discharge for the parameters ay, asand a.. The
lumped variant is most sensitive for changes in ay, and slightly less sensitive for changes in a5. a has
less influence. As the surface area of the interrills in the rill-interrill variant forms the largest part of
the total surface area, the sensitivity for the interrill parameters is much the same as in the lumped
variant. The rill parameters a, and aghave much less influence, because therill surface is much smaller
than the interrill surface, but the sensitivity of TANKFLOW peak discharge for changes in ¢, for the
rills is only slightly less than for the interrills. Also, it appears that the sensitivity of TANKFLOW
peak discharge for changes in its input parameters generally decreases with increasing rainfall intensity
and discharge. This effect is less clear for o. It can be concluded that ax and ag (in the rill-interrill
variant: for interrills) are the most important parameters to be determined accurately with respect to
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Figure .11 Effect of time-step length on Figure7.12  Effect of time-step length on
TANKFLOW ‘lumped’ discharge DINOFLOW discharge at: (a) low
at: () low (1 July 1993); (b) inter- (1 July 1993); (b) intermediate (6
mediate (6 June 1993); (c) high June 1993); (c) high discharge (5
discharge (5 August 1993). Hori- August 1993). Horizontal axis:
zontal axis: time; left axis: discharge time; left axis: discharge (Vmin);
()/min); right axis: rainfall (mm). right axis: rainfall (mm).

TANKIFLOW peak discharge, followed by ay and ag for the rills and .. If the fraction of the surface
area ogcupied by the rills is larger, the sensitivity of TANKFLOW peak discharge for the rill
parameters ay and ag will increase.

Figure|7.14 shows the sensitivity of DINOFLOW peak discharge for the parameters ay, ds, Gy, Ny
» Pos» OFC and Manning's n. Manning's  appears to have very little influence on the discharge peaks,
so it was fixed at n=0.10. Apparently the high viscosity of the overland flow suppresses turbulence
and flow conditions remain laminar. Changes in1),,,, also seem to have little effect, but it must be borne
in mind that this parameter may vary by several orders of magnitude. At low and intermediate
dischatges, a,, p,;and OFC have some influence on peak discharge, but at high discharges, their effect
is mingr. DINOFLOW peak discharge is most sensitive to ay and ag . Their effect is strongest at low
and intermediate discharges and less strong at high discharges. The sensitivity of DINOFLOW peak
dischatige for changes in the input parameters generally decreases with increasing peak discharge; at
high discharges DINOFLOW peak discharge is nearly insensitive to all parameters except ay and as.
To conclude, gy and ag are the most important parameters to be determined for modelling peak
dischafjge with DINOFLOW, and probably 1, as well. At lower discharges, a,, p,rand OFC should
also beldetermined accurately.
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Figure7.13 - Sensitivity of TANKFLOW at low Figure7.14 Sensitivity of DINOFLOW dis-
and high discharges: (2) lumped; (b) charge at: (a) low ; (b) intermediate;
rill-interrill, interrill parameters; (c) (c) high discharge.
rill-interrill, rill parameters.
7.4.7 Accuracy of the discharge models

Figure 7.9a also gives an indication of the uncertainty in discharge caused by the uncertainty i_n the
rainfall measurements. For the 23 July 1991 rainstorm, discharges have been calculated for rainfall
data from both raingauges at the TCP site. The difference between the rainfall registrated by the two
raingauges on peak discharge for the second peak is quite strong in both models.} As itisnot known
which of the two raingauges has provided the most reliable rainfall record for this rainstorm, andas |
the discharge peak from this rainstorm was the most important one used for calibration of the models,
it must be concluded that neither TANKFLOW nor DINOFLOW could be calibrated accurate}y. The
discharge record also has its uncertainties, but no data are available to quantify this uncertainty.
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secontl dicaharme porh g s o oo SICCIAIty m rainfall input results in a peak discharge for the
second discharge peak which is either 50% higher or lower than the measured discharge (fig. 7.9a).
Combjnation with the peak discharge sensitivity curves for intermediate discharges from the lumped
variant (fig. 7.13a) shows that 50% lower discharges are obtained with for example 40% higher a,
» 50%|higher ag or 70% lower a values, whereas 50% higher values are obtained for 20% lower a,
", 35% Jower agor 100% higher a values. In the light of the uncertainty in the rainfall inputs, the ranges
i of pardmeter values that might give acceptable peak discharges appears to be very wide. In table 7.1
these dcceptable ranges of values are indicated as well.
DINOFLOW is even more sensitive for the uncertainties in the rainfall records, as figure 7.9a shows,
- Here the calculated peak discharges for the second discharge peak are either 60% lower or 110%
higher|than the measured peak discharge. Combination with figure 7.14b (intermediate discharge)
shows that 60% lower peak discharges can be obtained for 70% lower a, or OFC'values or 30% higher
k|

* g or a; values. 100% higher discharges are only obtained for 35-40% lower @y or ag values and for

extremely large changes in any of the other parameters. The resulting acceptable ranges of values for
the patameters are also very wide (table 7.2).

75 Discussion and conclusions

The calibration of TANKFLOW and DINOFLOW shows that K and Svalues are indeed overestimated
by the rpinfall simulation method, as was mentioned in chapter 6. Rough estimates of overestimation
ratios fiom tables 7.1 and 7.2 are about 2.5 (range 1.8-4) for K and about 2.1 (range 1.7-4) for S. The
‘fact tha Manning’s 7 has no influence on DINOFLOW discharge suggests predominantly laminar
flow copditions, caused by the increased viscosity in DINOFLOW which yields very low Re values
com-paged to pure water. However, the acceptable range for the maximum Viscosity 1, in
,DINOFLOW is very wide, so actual flow conditions of the sediment-rich overland flow may still be
turbulent.
‘At this %oint, a general a priori comparison can be made between the different models presented in
this chapter. Hortonian overland flow is supposed to be the direct trigger mechanism for debris flows.
As Hortpnian overland flow is triggered by rainfall, rainfall indirectly triggers debris flows. Thus,
if the discharge models are accurate, they can be expected to yield more clearly defined thresholds
for debris-flow occurrence than models based on rainfall only.

Howeve, TANKFLOW and DINOFLOW both suffer from uncertainties in the model parameters
caused by variability and uncertainty in input data and the lack of reliable discharge records for
salibratipn. Considering these problems, TANKFLOW and DINOFLOW peak discharges have
Incertainties in the order of at least 5 0%, and this may very well obscure the relation between modelled
seak disgharges and debris-flow triggering. For the same reason, the high number of model parameters
ind inpyt data demanded by DINOFLOW result in more uncertain peak discharges than in
TANKFHOW, even though the physical basis of DINOFLOW is more sound.

Related tp this is the issue of the identifiability of parameters in models in relation with model
; . The more complex a model becomes, the more accurate the model may describe the
iserved|variation of a certain phenomenon. However, the increasing complexity of the model also

vill result in a significant increase of the explained variation only up to a certain level of model
omplexity, after which the addition of any more parameters will no longer increase the explained
ariation [significantly. As more parameters are used in the model, more conrrol buttons may be
djusted and correlation between the model parameters will result in the same model outcome for many
ombinatjons of parameter settings. This means that the identification of model parameters becomes
rore and|more difficult as their number Increases, and therefore the processes represented by the

arameters also become less identifiable, as has been mentioned by e.g. Van der Perk (1996, 1997)
L the field of water quality modelling.
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8 MODELLING DEBRIS-FLOW TRIGGERING AND FREQUENCY: RESULTS

8.1 Introduction

In this chapter the results of debris flows triggered at the Téte du C}ot dt?s Pas',tres (TCP).debrls-flgV:
trigger zone and their controlling factors are dealt with. First, the 1dent1ﬁc.atlon of debris ﬂows ai
have occurred in the period 1991-1995 will be discussed (section 8.2) a.nd w1'll be r.elated to ra{nstormii.
Next, the effect of different rainfail and runoff factors on debris-flow triggering _w111 be quantified, an,
from this the most important factors controlling debris-flow triggering will be 1dentlﬁed. From th-esez‘i
the most efficient factor or combination of factors explaining debris-ﬂow occurrence wx'll be detemfu?en
(section 8.3). Finally (section 8.4) debris-flow frequency at TCP will be modelled using only rainfal
data.

8.2 Debris flows at Téte du Clot des Pastres site between June 1991 and June 1995

During the field campaigns in the ‘study period’ (June 1991 - June 1995).the TCP site v;/as ylsli}elt:
frequently in summer (June and July) and early autumn (late Septemper - W1d October), al ow:in% e
identification of at least six or seven debris flows occurring in this period. Figure 8.1 shows the debri
flow tracks formed during this period. Two debris
flows occurred during the field campaigns and
could be linked uniquely to rainstorms (see table
8.1): The 12 July 1991 and 26 June 1994 debris
flows. The other (at least) four debris flows have
occurred between the field campaigns and therefore
they could not be linked to any particular rainstorm-
with absolute certainty. Usually more than one
rainstorm could be found which could have
triggered a debris flow (table 8.1, appendix A2).
Table 8.1 also shows that there is very little
evidence of debris-flow activity during the months
October - May.

Itseems likely that sometimes more than one debris
flow had occurred, although only a single “fresh’
deposit could be identified. This is the case for the
surveys of autumn 1992 (2 debris flows are very
likely), autumn 1993 (3 are very likely) and autumn
1994 (2 are very likely and another 2 are likely).
The debris flow mapped in the summer of 1994
(before 26 June), had possibly occurred on 7
October 1993 (based on Barcelonnette rainfall
records). The probable debris flow that was
mapped in autumn 1991 could only be linked to one
rainstorm, on the 9* August 1991. Thus, although : :
at least 6 debris flows have occurred in the study Figure8.1  Debris-flow tracks originating from

isti i i TCP
i - tic. the debris-flow trigger zone
period, a number of 8-12 seems more realistic the debris-flow wigger zone
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Table 8.1 Rainstorms triggering debris flows at the TCP site in the period June 1991 - June 1995,

Survey Number of  Ranking of rainstorm with regard to debris-flow triggering
debris flows —
identified Certain Very likely Likely Possible
. summer 1991 1 12 July 14:07
 autumn 1991 1° 9 August 5:03 23 July 14:32
¢ summer 1992 0
autumn 1992 1 19 August 17:38 22 September 11:52
: 29 August 12:47 22 September 13:06

27 September 18:01
summer 1993 0

- autumn 1993 1 5 August 14:15 27 August 13:21
15 August 13:38 9 September 23:04

' 15 August 14:31
summer 1994 2 - 26 June 15:01 or 17:01 7October 1993 22 September 1993

23 September 1993
30 September 1993
. autumn 1994 | 11 July 22:34 8 September  9:36 22 July 15:25
27 July 18:43 8 September 14:17 8 September 15:41

14 September  9:46
summer 1995 0

* Probable|debris flow.
8.3 Factors affecting debris-flow triggering
: 8.3.1 Describing debris-flow triggering: the logistic regression model

:In order fo identify the most important factors from the rainfall and discharge factors with regard to
debris-flow triggering, two methods can be used. The first is simply to find for each factor the
minimurh value having triggered a debris flow, DF,,, and the maximum value not having triggered
a debris flow, NDF,,.. This gives some information on debris-flow thresholds and on the width of
the ‘grey( zone in which both triggering and non-triggering of debris flows can occur (NDF,,.-DF,.).
However, this method needs abundant input data for both debris-flow triggering and non-triggering
situations, otherwise the values of DF,,,, and NDF,, are strongly influenced by chance. Therefore,
a regression method making use of all available data seems better. The logistic regression method,
which expresses the probability of occurrence of a phenomenon, p, as a function of the value(s) of
one or more independent variables, seems to be a suitable regression technique. This non-linear
regression method is well-known in medicine (e.g. Green and Symmons 1983) and in ecology (e.g.
Ertsen 1995). A detailed description of the logistic regression method is given by Hosmer and
Lemeshow (1989). The linear logistic function is a sigmoidal curve (see fig. 8.2) given by:
e dy + leI + azxz tot “NxN

= 8.1

Ay + QpXy + dyXy + ot X,
l+e(l T 272 NN

where: p =lbrobability of occurrence; x, ... xy are N variables; gj ... ay are N+1 function parameters. The number of
parametefs in this linear logistic regression function exceeds the number of variables by one. It is
called ‘litear’ because the logit transformation results in a linear equation:

logit(p) = ln( lfp) = Gy ragx; tayx, b rayx, 8.2
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tegend for figures 8.3 and 8.4 curves: estimation method welghts probability estimate
data: maximum likelihood noi useg -
in category possible ~eme-- least squares not use: -
>fgtal't:l‘":ﬂata so —— least squares used best guess
least squares used high

-~ |east squares used low

vertical axis: probability of debris-flow triggering

Figure8.2  Logistic-regression relations between maximum 5-minute rainfall intensityi, s and debris-flow
probability for different curve-fitting methods: (a) categorypossible assigned to groupdebris
flow present; (b) category possible assigned to groupdebris flow absent.

Inorderto use logistic regression for the analysis of
debris-flow occurrence, the data for all rainstorms
(in case of total daily rainfall: for all days) had to
be divided in two groups: debris flow present (with
debris-flow probability p = 1) and debris flow
absent (p = 0). To begin with, each rainstorm was
assigned to one of the four ‘debris-flow triggering’
categories mentioned in table 8.1 (certain, very
likely, likely and possible) or in one of the
categories very unlikely and certainly not. Figure
8.3 shows the flow chart for this classification. If
more than one rainstorm could have triggered a
debris flow, independent data were used as much as
possible to link each rainstorm to a certain debris-

flow likeliness category. Videotapes showing runoff
and sediment content characteristics at high rainfall N v ] ‘
intensities and debris-flow deposit ‘freshness’ 7@&]}@{1\7 EliikelvE BYverviunlikely)

characteristics, such as water content, amount of
silt and fine sand on stones at the surface of the
deposit or the condition of the vegetation have been
used. Another source of information came from the
discharge measurements at the TCP site:
unexpected (changes in) amounts of discharge might be caused by sediment displacement. If the above
mentioned data were insufficient, rainfall characteristics (rainfall intensity, total rainfall amount and
rainfall history) have also been used. However, as the intention was to examine the influence of these
rainfall factors on debris-flow triggering, they were used as little as possible to avoid circular
reasoning. Table 8.2 shows the number of rainstorms associated with each of these categories.

Figure8.3  Flow chart for the identification of
‘debris-flow triggering likeliness’
categories for rainstorms at TCP.
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Table &2 A priori probabilities allocated to In order to obtain two groups, certain, very likely
debris-flow likeliness categories. and likely were combined into the group debris flow
Debrisiflow  Number of Allocated probabilities present while very unlikely and certainly not made
likelingss rainstorms ———————————  up the group debris flow absent. Beforehand it was
categony Low Best Guess High \;clear whether -possible should be added to debris
certain 2 1 1 1 flow present or to debris flow absent. Other
very likely 8 05 0666.. 075  possible sources of error arose from the
likely 2 0.25 0333.. 0.5 uncertainties in the actual number of debris flows
possibl 10 01 0.1333.. 02 d in the linki £ debris-fl t
very urllikely 59 001 001333.. 0 and in the linking of debris-flow occurrences to
certainty not 50 0 0 0 individual rainstorms (only those in the categories
Total® 131 8.09 10.12 122 very likely, likely, possible and very unlikely). The

latter uncertainties have been assessed by allocating
debris-flow triggering probabilities to each of the
six categories in table 8.2 using three different
approaches based on the (estimated) number of
debriaFows that have occurred (see table 8.2). Low represents a conservative approach, for which the

2 Total predicted number of debris flows = Sum of
probabilities for all rainstorms.

total number of debris flows (8) exceeds the minimum number of debris flows identified in the field
only slightly. Best guess is based on the best-guess of the number of debris flows (10) based on the
eviderjce from videotapes, deposit characteristics and from runoff and rainfall data. A third approach,
high, corresponds with a total of just over 12 debris flows. This seems to be about the maximum
numl%'of debris flows that have occurred in the period 1991-1995.

In order to assess the effects of these uncertainties, several variants of logistic regressions were
performed. The variants were based on:

1 the type of estimator: maximum likelihood or least squares,

2 the category possible being added to either debris flow present or debris flow absent,

3 either or not using weights for the data points, and

4 the Jow, best guess and high approaches of probabilities in table 8.2, if weights were used.
The relations resulting from these variants were calculated for the maximum 5-minute rainfall intensity
i,s (fig. 8.2) and for TANKFLOW peak discharge (rill-interrill variant with antecedent rainfall; fig.
8.4). ‘Validation’ of the relations was carried out by calculating the total (cumulative) number of debris
flows|predicted for the total data set by each of the relations, which should ideally be the actual total
numbgr of debris flows that have occurred (about 8-12; see section 8.2). Table 8.3 shows that only the
relatians based on possible assigned to the group debris flow absent give reasonable predictions.

1.07 {a) 3 1.0 1{b)
0.5 0.5
K X
0.0 dultini e . , . 0.0 . . ,
0 50 100 150 200 0 50 100 150 200

Peak discharge (I/min) Peak discharge (I/min)

Figurg8.4  Logistic-regression relations between TANKFLOW peak discharge (rill-interrill variant;
accounting for antecedent precipitation) and debris-flow probability for different curve-fitting
methods: (a) category possible assigned to group debris flow present; (b) category possible
assigned to group debris flow absent. Legend: see figure 8.3.
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Table 8.3 Number of debris flows predicted for data set by logistic relations between probability of debris-

N R - il
occurrence and rainfall intensity i,s. o

‘Possible’ added to group Number of events in group Maximum- Least-squares estimates

_ . likelihood
Debris flow present  Debris flow absent estimates  NO Weights based on
. weights —— —
— No weights & Low  Best Guess High
ebris flow present 22 109 . 22 23.06 15
Debris flow absent 12 119 12 1334 1157 1269 21

Figures 8.2b and 8.4b show that the remaining curves do not show very large differences. From these
the maximum-likelihood variant was chosen because: ’
1 it does not need any additional assumptions concerning the weights of the data points, and
2 it produces a good estimate of the total number of debris flows. ’
Using maximum-likelihood estimation yields a x2-value for the regression which can be compared
to a critical y2-value to test the significance of the relation: the strength of the relation rises with
increasing x2.

8.3.2 Logistic regression models for debris-flow triggering
Single-variable models

The next step in the analysis of the data was the determination of those factors that contribute most
to debris-flow triggering. Table 8.4 presents the results of the analysis of debris-flow occurrence with
respect to meteorological and hydrological factors. It shows that debris-flow triggering is strongly
correlated with both maximum short-duration rainfall intensity and (short-duration) peak discharge;
these factors give x?-values of over 50, where the critical x2 for degrees-of-freedom df = 1 and z;
confidence level of 95% is x? = 3.84. From the rainfall intensities, especially the maximum 2-15
minute rainfall intensities are strongly correlated with debris-flow triggering. The correlation quickly’
decreases as the time interval over which the maximum rainfall intensity is averaged rises: the
maximum 24-hour rainfall intensity hardly shows any correlation with debris-flow triggering (barely
significant at the 95% confidence level). Also, total daily rainfall and total rainstorm rainfall can
hardly account for debris-flow triggering, so normal daily rainfall records are of no use in trying to
explain debris-flow occurrence. Figures 8.5a-c show the debris-flow probability curves for rainfall
intensities and rainfall totals obtained from the logistic regressions. For each variable, the curves
have been drawn for values from 0 to 110% of the maximum measured or calculated value, which
is believed to be a realistic range of values. Table 8.4 also shows that a logarithmic data
transformation generally increases the correlation with debris-flow triggering. Figure 8.6a shows the
corresponding debris-flow probability curves for the logarithmic logistic function which is given by:

logit(p) = a,+a,®logx, 83

The peak discharges also show high correlations with debris-flow triggering, comparable with the
maximum 2-15 minute rainfall intensities. Peak discharges were calculated with TANKFLOW and
DINOFLOW and either (history) or not (single) accounting for the rainfall history in the last day -
before the rainstorm under consideration. For TANKFLOW, both the lumped and rill-interrill
variants were used. It appears that DINOFLOW performs less well than TANKFLOW (see ¥2 in
table 8.4). This may probably be attributed to the uncertainties concerning both the spatial
distribution of model input values and the relation between rainfall intensity, discharge, sediment
content, fluid density and fluid viscosity in the DINOFLOW model, as noted in chapter 7.
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Table 8.4 Hydrological factors and debris-flow triggering: single-variable models.
Factor Logistic regression results® DFy," NDF e ®
¥ % a°  Regression constants’  Value for preset probability®
a, a, p=01 p=05 p=09
+ Rainfall duration f,, 0 0.873 -2.34 0 300 5100 9900 18 647
| Total raiﬂfall
Day I4° 133 0.000" -3.56 0.048 284 74.4 120 9.3 103.4
Rainstorm [, 1.8 0 -3.27 0.074 144 44 73.7 93 52
" Rainfall intensity
i 456 0 -7.1 0.086 573 82.9 109 60.6 102
ina 515 0 -8.06 0.113 52 715 91 54.6 972
[ 506 0 -7.63 0.118 46.1 64.8 83.5 48.6 93
ins ‘522 0 <722 0.131 382 54.9 71.1 40.8 82.6
frto 528 0 -7.26 0.172 29.5 423 55.1 286 68
i 512 0 -7.45 0.223 23.6 335 433 236 55
in30 418 0 -6.46 0.279 15.3 23.1 31 182 425
irgo 363 0 -6.01 0.358 10.7 16.8 23 9.3 24.1
2o 285 0 -5.27 0.434 7.1 12.1 17.2 46 12.8
o 39 005 -2.95 0.617 1.2 4.8 83 0.4 43
Antecedent rainfall
at start of event: AP 1 1.1 029 25 0.076 4 33 62.1 0 20.6
at start pf event: APly,, 44 0.036 -2.62 3.453 0.1 0.8 1.4 0 0.6
at maxifum s APL4 109 0 -3.58 0.104 13.4 345 55.7 6.8 38.8
at maxifpum i,5: APl 50.1 0 -7.23 3.063 1.6 2.4 3.1 1.8 3.6
Peak disgharge
TANKKLOW Lumped
single Oru. 535 0 -5.13 0.053 55.2 96.6 138 56.4 171.6
histofy Qrs 542 0 -5.99 0.055 68.6 108 148 88.9 177.6
TANKKLOW Rill-Interrill
single Orams 535 0 -5.04 0.056 50.9 90.2 130 56 165.6
history Or pmn 54 0 -5.86 0.057 64 102 141 71.5 165.6
DINORLOW
singlelf O 50.8 0 -5.26 0.04 76.1 131 186 754 226.5
history Opy 415 0 -5.66 0.034 103 168 233 115 2265
91 0G- TRANSFORMED DATA
Rainfall lintensity
[ 53 0 -28.6 15.5 50.5 70 96.9 546 972
irs 528 0 -26.8 14.9 449 63.1 88.6 48.6 93
irs 551 0 -24.6 143 369 52.6 74.9 40.8 82.6
irto 565 0 -22.9 143 28.1 40.1 57.2 28.6 68
iis 553 0 -22.4 14.9 22.8 32.1 45 236 55
[ 487 0 -17.7 133 14.8 21.7 31.8 182 425
Peak discharge
TANKFLOW Lumped
single Orys 588 0 -16.4 8.47 47.2 85.7 156 56.4 177.6
histary Oria 575 0 -23.2 11.5 66.5 103 160 88.9 177.6
TANKFLOW Rill-Interrill
single Orams 594 0 -15.8 832 42.7 78.5 144 56 165.6
histq H Orurn 573 0 <215 10.8 60.7 96.9 155 77.5 165.6
DINOELOW
single| O, 552 0 -17.9 8.61 66.9 120 217 75.4 226.5
histony Oy 445 0 -21.5 9.72 97.9 165 277 115 2265
" Logistif ion with maxil “likelihood estimator and with ‘possible’ assigned to group ‘debris flow absent’
DF,,, =/minimum value of variable in group “debris flow present’.
© NDF, [+ maximum value of variable in group ‘debris flow absent’.
9 All raindtorm-based measures have N = 12 in the group *debris flow present’ and N = 119 in ‘debris flow absent’,
with x? 77 80.2 for the average only. For total daily rainfall, these numbers are respectively N = 10, N = 144 and £=740.
* Significance level of logistic regression relation.
¢ Constanfs in logistic regression function (eq. 8.1).
& Value of the variable which gives the given probability of debris-flow occurrence (0.1, 0.5 or 0.9).
* Bold vdlue indicates significant logistic refation at the 95% confidence level.
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Figure8.5  Probability of debris-flow triggering in relation to hydrological factors (linear models): (a)

maximum 1-, 2-, 3+, 5-, 10-, 15- and 30-minute rainfall intensities; (b) maximum 1-, 2- and 24-
hour rainfall intensities; (c) total rainstorm rainfall and total daily rainfall; (d) TANKFLOW and
DINOFLOW peak discharges; (e) antecedent precipitation indexes (from single-parameter
regression); (f) antecedent precipitation indexes (from 2-parameter models). Vertical axis:
probability of debris-flow triggering.

The TANKFLOW model results are slightly better in predicting debris-flow triggering than the best
ofthe maximum rainfall intensities. The two TANKFLOW variants, lumped and rill-interrill perform
equally well with respect to debris-flow triggering. As the Jumped variant needs less input data, this
variant seems preferable over the rill-interrill variant. It seems that the influence of rills and gullies
on peak discharges is small due to the small surface area occupied by rills and gullies, about 5% ofthe
total area. Also, the difference in overland flow production between rill/gully and interrill surfaces may
be negligible at high peak discharges. The effect of antecedent rainfall on runoff production and peak
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. Figure 8l6
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Probability of debris-flow triggering in relation to hydrological factors (logarithmic models): (a)
maximum 2-, 3-, 5-, 10-, 15- and 30-minute rainfall intensities; (b) TANKFLOW and
DINOFLOW peak discharges. Vertical axis: probability of debris-flow triggering.

. discharges also appears to be small. Figure 8.5d shows the debris-flow triggering probability curves

- Antece

* duratio
. duratio
decrease
later it l

for peak
functio
functio
and pe3

triggeri
debris-
time of]

discharges obtained from the hydrologic models. For peak discharges, the logarithmic logistic
is (fig. 8.6b) also give better results (table 8.4). Curiously enough, for the logarithmic logistic
s, accounting for antecedent rainfall decreases the correlation between debris-flow triggering
k discharge compared to not accounting for antecedent rainfall.

ent precipitation indexes in table 8.4 show widely varying correlations with debris-flow
ng. APl 140, calculated at the start of the rainstorms with .= 140 day™, can hardly explain any
ow triggering, but the correlation between debris-flow triggering and API; 44, calculated at the
the maximum 5-minute rainfall intensity with o. = 400 day™, is comparable with the short-
maximum rainfall intensities. Actually, AP 4 is merely a ‘disguised” measure of short-
maximum rainfall intensity: with & =400 day™, the influence of rainfall in the 4PI quickly
s. After 5 minutes, its influence is down to 25% of the original value, and another S minutes
5 down to 6%. The debris-flow probability curves for 4PI’s are shown in figure 8.5¢.

Table 8.5 Rainfall intensity, antecedent precipitation index and debris-flow triggering.
Rainfall iptensity Antecedent precipitation index ~ Logistic regression results®
yie ad Regression constants ®
y a a
Antecedept precipitation at start of rainstorm
ey APL ;s 51.7 15 <799 0117 0.12
i APl 53.7 10 <777 0132 0.1l
' Antecedept precipitation at moment of maximum rainfall intensity
o APhLs 56.2 5 -1042  0.126 011
ey APL, 56.1 3 -1031 0134 0.1
i APL, 58.4 4 -10.47 0145 0.3
Cho APl 56.6 5 -9.28 017 0.12
is APl 5,5 524 15 -7.83  0.186  0.13
* Logistic regression with maximum-likelihood estimator and with ‘possible’ assigned to group “debris flow absent’,

+ ® Variatio

' ® Average

assigned

4 Decreas;

¢ Constans in logistic regression function (egs. 8.1, 8.2).
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h explained by logistic regression using least-squares estimator on non-weighted data and with ‘possible’
to group ‘debris flow absent’. Values added to allow for a rough comparison of §? and r2,

only: x* = 80.2. All logistic regressions are significant at the 95% confidence level (& < 0.001 for all).

> coefficient in antecedent precipitation index function in [day™'] (eg. 7.10).

Multiple-variable models

After the identification of the main factors influencing debris-flow triggering, the logistic function
was fitted for combinations of maximum short-duration rainfall intensity (over intervals of 2-30
minutes) and antecedent precipitation index. The best combinations appeared to be i, 5 - APy, (for
API at the start of the rainstorm) and i, 5 - API;,, (for API at the time of maximum rainfall intensity),
as table 8.5 shows. The combination i,s - AP, hardly raises the ‘explained’ 2 above the level
explained by i, alone (53.7 versus 52.2). This leads to the conclusion that rain that has fallen during
earlier rainstorms does not decrease the threshold rainfall intensity causing a debris flow. However,
the combination i, - API;, does increase the explained ¥2 (58.4) significantly above the level
explained by i s alone. As the difference between these two API's can only be attributed to rainfall
that has fallen during the rainstorm under consideration prior to reaching the maximum rainfall
intensity, the conclusion must be that only such antecedent rainfall has some influence. With
@ = 4 day” in API;,, the influence of antecedent rainfall decreases rapidly: After 4 hours to 50%,
after half a day to 14% and after one day to only 2 %, from which it must be concluded that rainfall
influence lasts for ¥4-1 day. This agrees with field observations, which showed that the effect of a
rainstorm on the regolith surface had generally disappeared the next day. Finally, i,s appears to be

Table 8.6 Hydrological factors and debris-flow triggering: multiple-variable models.

Model parameters Logistic regression results

1 2 3 4 ¥ Regression constants’
ay a; ay a3 Gy
2-parameter linear models
hns b 55.2 -8.71 0.147 0.0072
iy I, 56.4 842 0132 0062
ins APl o 53.7 =177 0.132 0.11
irs APl 584 -10.47 0.145 0.131
) . by 38.9 -3.52 0.367 -0.049
3-parameter linear models
s L . 564 843 0.132 0.061  0.0002
s API, L, 59.5 1098 0.148 0112 0.036
[ APls, [ 59.7 -11.75 0.161 0.123 0.0063
4-parameters linear model
ips AP, L, by 59.7 -11.7 0.16 0.122 0.0028 0
2-parameter models with "°log-transformed data
irs b 58.7 -35.21 17.66 2.76
irs 1. 58.9 -28.76 14.35 3.47
irs APL, 59.9 -34.66 16.94 4.59
I, I 494 001 1527  -loe
3-parameter models with ""log-transformed data
ips 1. b 59 -32.09 15.89 2.12 1.297
ips API, - 60.8 -35.61 16.78 an 1.94
L5 AP, [ 61.2 -41.16 19.25 35 22
4-parameter model with "®log-transformed data
i APL, L 1, 613 4619 21.64 3.69 2.16 405
2-parameter model with "“log-transformed API
is APIs, 587 -14.37 0.144 533

* Logistic regression with maximum-likelihood estimator and with ‘possible” assigned to group ‘debris flow absent’.

® Variation explained by logistic regression using least-squares estimator on non-weighted data and with ‘possible’
assigned to group ‘debris flow absent’. Values added to allow for a rough comparison of ¥*and 2.

¢ Average only: ¥ = 80.2. All logistic regressions are significant at the 95% confidence level (e = 0.000).

9 Constants in logistic regression function (egs. 8.1, 8.3 and 8.4).
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the [maximu infall intensit: 1 3 Q. : : : Legend for figures 8.7-8.9 c 40
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Other comblr}atlons of i, AP! s 1,vand ¢, were also investigated, using linear combinations of either impossible combinations Ry
the|fraw’ variables or of their log-transformed values (table 8.6 and fig. 8.7). To reduce the number probability contours: g& 20
of models, the only maximum rainfall intensity used was i, 5. The log-log logistic model is given by: — =05 =075 < 3
g =0. o
logit(p) = ay+a,Plog(i, ;) +a,'log(x,) + ... + a),Clog(x,) 8.4 P05 g'g 10
As fable 8.6 shows, the highest explained X2 for a given number of variables (2 or 3) always occurs g : 8'83 :(E
L : : ! A . =0. 75 100 125
for 3 combination of variables with afoleast i,sand API; ;. Therefore, one more model was investigated: p=0.995 Iiintensity  (mm/hr)
logit(p) = a,+ayi s+a, logAPI, 8.5 g 5 FORN "R, (¢)
2 = Ry \ N
: 2 25 %
. . . . . . . .D‘ ‘Q.«
Norte of the multiple variable models appears to give a large rise in the explained x2 over the single- 'g;& 10 8%10
varjable model with i,;. This raises the question whether or not the rise in explained %2 by any '5-';5 o
. . . . ey . B . 0 . - e
additional variable is significant. Table 8.7 gives Akaike's (1973) Information Criterion, AIC, for the 53 52
different models. The AIC can be used to find the model which forms the best compromise between E'E §
the xplained variation 2 and the number of variables used in the model. The AIC is defined as: £ ; R £ 1
) M % %5 i t50 inf: Il7' st '100 rn1/ﬁ5 ) M i gom'nute rainfall inter?soit (m}-r?/%
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Table 8.7 Akaike's (1973) Information Criterion AIC for logistic-regression models. _ BOaleum minute rainfallintensiy - (m ( dr)) = 100 Y )
E %97 E ™7 ;
_I!IE el parameters Linear models Logarithmic models E £ 501
1 2 3 4 N° P AIC v AlIC = 607, =
— O
Normal Corrected® Normal ~Corrected® Normal Corrected® :'E h=
1-parameter models g 407 g 104
i 2 sLs 327 53 312 E i E 59
i 2 S06 336 528 314 g 207 3
is 2 522 320 551 29.1 £ i ]
i 2 528 314 56.5 . = 0+ = :
i :: 2 512 330 55.3 % g £ M S %5 i 150 inf II7'5t -1,‘,’0(,"“}%5) 3 Ma%
T, . - . : | intensil iy
Or. 2 5 535 307 367 588 254 314 = Maximum S-minte rainfall i C
O, 2 5 542 300 360 57.5 267 327 € 8004, U] £1000 5
Qrals 2 6 535 307 387 594 248 328 £ E 500
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AL = 2X\Aumoer of paramelers -~ in{maximizeq likelinood )

whgre the number of parameters exceeds the number of variables by one for the models used in this
study. The model with the minimum 4/C-value is the optimal model. Webster and McBratney (1989)
ha e used the AIC to compare the goodness- of fit of different models for soil property variograms,

hydraulic conductivity, ax , and sorptivity, as, and the catchment outﬂow constants for rills, oz, and
for temlls, oz These four parameters can be seen as parameters ‘hidden inside’ the variable Q;, RiRs
and|this raises the 4JC of the seemingly best overall model from 24.8 to 32.8. When the AIC is
cted for such extra, ‘hidden’ parameters accordmg to equation 8.6, the best linear models are
-variable models with i, and either AP/ ; or I, (AJC =29.8; figs. 8.7a and d). The best overall
model is now the 2-variable logarithmic logistic model with i, and I, . (4IC = 27.3; fig. 8.7¢):

logit(p) = -28.76 +14.35"logi, ; +3.47"log], 8.7

closely followed by the 2-variable logarithmic logistic model with i, and ¢, (41C = 27.5; fig. 8.7g)
and|the 1-variable logarithmic model with 7., (4IC = 27.7, fig. 8.6a).

Thejresults clearly show that (peak overland flow discharge caused by) maximum short-duration (< 15-
mintites) rainfall intensity is the main factor controlling debris-flow triggering. A maximum 5-minute
rainfall intensity of about 55 mm/hrhas 50% probability of triggering a debris flow. Secondary factors
are gntecedent rainfall from the same rainstorm, total rainstorm rainfall and rainstorm duration. As
the Yalue of any of these secondary factors increases, the rainfall intensity needed to maintain a fixed
level of debris-flow triggering probability decreases. For instance, if the antecedent precipitation index
API  rises from 6 to 26, the maximum 5-minute rainfall intensity #, ; with a 50% probability of debris-
flowy triggering decreases from about 68 mm/br to 46 mm/hr in the logarithmic model (fig. 8.7c).

8.3. Other models for debris-flow triggering

plotfed on log-log scale. Any of these contours can be described by a function x, = f{x,). By rewriting
equation 8.4 in a form similar to that of equation 8.2 and rearranging the results, the following
fundtion is obtained:

N A w{-%‘:}.(L){‘:"}.xl{-:—f}

In f;Eure 8.7, the probability contours of the logarithmic logistic model appear as straight lines when

X
1-p
Fory, =/, and x, = 1,, a formula similar to Innes’ (1983a) debris-flow triggering threshold curve
(eq. 2 5) is obtained (with #,, in minutes and ¢, in hours !):
In10
L. = 10015|-2— {5, (05 o q70a[ 2 | oes 8.9
s 1 _p rs I ‘p r

The|power coefficient in these curves (0.695) is higher than the one in Innes’ (1983a) equation
(0.5041) and even slightly higher than the one in the equation derived from Caine’s (1980) debris-flow
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w we Innes (1983a)
e Caine (1980)
rest of legend:
see fig. 8.7

triggering threshold curve (0.61; eq. 2.4. Asthe §
power coefficient in this study differs fromthoseof &
Caineand Innes, the debris-flow thresholds defined =
by them do not correspond to single, fixed levels of f‘g
debris-flow triggering probability, but these levels ‘g-
2
c
i
s
Q

vary with rainfall duration. From figure 8.8 it can
be seen, that the debris-flow triggering threshold
derived from Caine (1980) corresponds to 50%
debris-flow triggering probability for short rainfall
durations (<20 minutes), to 25% for medium
rainfall durations (0.5 - 2 hours) and to 10% for  Figure8.8  Comparison of Caine’s (1980) and
longer durations (>5 hours). Looking at the 50% Innes’ (1983a) debris-flow thres-
probability line, for short rainfall durations (<30 holds with debris-flow triggering-
minutes) Caine’s curve predicts the same threshold probability curves.

amount of rainfall to trigger debris flows, but for
longer rainfall durations her curve predicts lower
threshold amounts of rainfall. Only two debris-flow
triggering rainstorms are situated below the
threshold, and only few non-debris-flow rainstorms
are situated above the threshold line. Thus Caine’s
(1980) curve describes debris-flow triggering
conditions in the Téte du Clot des Pastres debris-
flow trigger zone quite well. On the contrary, Innes’
(1983a) curve describes threshold conditions for
debris-flow triggering very poorly.
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rest of legend:
see fig. 8.7
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Figure8.9  Comparison of debris-flow trigger-
ring-probability curves with Caine’s

Figure 8.9 shows the relation between Caine’s (1980) debris-flow threshold.

(1980) original debris-flow threshold and the
debris-flow probabilities obtained from the :
logarithmic logistic regression function. Caine’s (1980) curve generally has the same slope as the :
probability contours. For durations of 2-15 minutes, her curve corresponds to a 15-20% probability
of debris-flow triggering.

Figures 8.10a-h show the maximum intensity - duration curves for most of the rainstorms in the period
June 1991 - September 1994, together with Caine’s (1980) and Innes’ (1983a) threshold curves. Each
individual rainstorm is indicated by a letter. Once again, it shows that Caine’s (1980) thresholdisa
far better indicator for conditions leading to debris-flow triggering than Innes’ (1983a) threshold. All
rainstorms from the group debris flow present, except for the 29 August 1992 rainstorm (fig. 8.10c), -
amply exceed Caine’s threshold for durations between 3-15 minutes. On the contrary, only four
rainstorms from the group debris flow absent also exceed Caine’s (1980) curve over the range 3-15
minutes. One of these has behaved in an unexpected way: the 22 July 1994 rainstorm starting at !
15:25 hr (fig. 8.10f). This rainstorm did not seem to have triggered a debris flow, yet it is situated well
above the threshold. In fact it is the second most intense rainstorm recorded during the study. Although
some activity (overland flow, some small debris surges) was observed on the videotapes, this seemed |
too limited to trigger a debris flow.

Altogether, 12 rainstorms from the group debris flow absent exceed Caine's (1980) curve somewhere
in the range 1-120 minutes. The majority of these, 8, have occurred in September (67%). Comparison
with the relative number of rainstorms in September (35 out of a total of 131 =27%) seems to indicate |
that the debris-flow threshold increases slightly during summer. This may well be related to a :
deepening of rills and gullies in the debris-flow trigger zone during summer, and the consequential |
decrease of the amount of unconsolidated, readily available material at the surface (see section 3 3).
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(a) June-September 1991; (b) June/July 1992; (c) August/September 1992; (d) June/July 1993;
(e) /I\ugust/Septemtfer 1993; () June/July 1994; (g) August/September 1994; (h) September 1994
Horizontal axis: rainfall duration (minutes); vertical axis: maximum rainfall intensity (mm/hr).

8.4 Debris-flow frequency
8.4.1 The maximum 10-minute rainfall intensity frequency curve

The step from triggering to frequency of debris flows implies some knowledge of the frequency or
the frequency distribution of the debris-flow triggering factor(s). In this section such a frequency
distribution curve will be produced for the occurrence of maximum 10-minute rainfall intensities and
this curve will be used to obtain some estimates of debris-flow frequency. The log-transformed
maximum 10-minute rainfall intensity was used because it is the variable best correlated with debris-
flow triggering. Also, frequency distributions are much more difficult to calculate for combinations
of 2 or more variables. 10-minute rainfall intensities were extracted from the complete rainfall data
set and show a bimodal distribution (fig. 8.11). For further analysis the data from the high peak at
very low rainfall intensities (<1.5 mm/hr) were discarded because these data could strongly influence
distributions fitted to the data. This seems to be justified, because in this study interest is mainly on
high rainfall intensities, rainfall intensities that produce runoff and may trigger debris flows.

As figure 8.12 shows, the remaining log-transformed data are slightly positively skewed. A Gumbel
type I distribution fits this distribution better than a log-normal distribution (Seyhan 1979), as is
generally the case for distributions of extremes. Especially, the Gumbel distribution gives a more
accurate description of the high-end tail of the distribution (Middelkoop and Van der Perk 1991), on
which interest is focussed in this study. For these reasons, the Gumbel type I distribution has been
widely used in flood frequency research (e.g. Coulson 1966, Viessman et al. 1989, Middelkoop and
Van der Perk 1991). It has also been used to analyse rainfall data, for example by Cayla and Taibi
(1990) for the frequency distribution of annual maxima of total rainstorm precipitation. Seyhan (1979)
mentions the use of the Gumbel type I distribution
for the frequency analysis of maximum daily

rainfall amounts. The Gumbel type I probability éé 250
density function PDF is given by: %2 200
© -
PDF(x) = e @Dt 810 ES :zg
==
and the cumulative distribution function CDF by: 3“2 50
c®
CDF(x) = e ™" 811 3g o
with: ez 05 00 05 10 15 20 25
' *E Log (10-minute rainfall intensity (mm/hr))
T
e = —\7—6—3}( 8.12 Figure8.11  Frequency distribution of maximum
10-minute rainfall intensities.
7255 - 3o04s 8.13
= x-— = x-045s :
P o x 2.0 observation: 100

distributions:
log-normal ----
Gumbel ——

where: x = value of variable X; X and sy are the average‘and
standard deviation of X; « and p are the Gumbel-distribution
parameters (B has the same units as X: o has the units of 1/X);
C, is Buler’s constant (= 0.5572). @ is a measure of the
concentration (or conversely: the dispersion) of the
distribution, P is the mode of the distribution. The

Probability density
5

[4,3
o
suopenasqo Jo Aouenbaiy

standard error of the Gumbel estimate of the 0.0 i B 0
magnitudexrforagivenretumperiod T, se(x;)can 00 05 10 15 20 25
be calculated from (Seyhan 1979): Log (10-minute rainfall intensity (mm/hr))
Figure8.12 Frequency and probability density
se(x;) = O X 8.14 distributions for maximum 10-minute
N rainfall intensities >1.5 mm/hr
(N=623).
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for 10-minute rainfall intensities: (a) data >1.5 mm/hr (N = 623); (b) >3 mm/hr (N = 485);
(¢) >4 mm/hr (N = 440); (d) >5 mm/hr (N = 354); (e) >6 mm/hr (N = 333); (f) >10 mm/hr
(N = 182). Horizontal axis: top: return period (number of rainfall peaks), bottom: exceedance
probability per rainstorm; vertical axis: maximum 10-minute rainfall intensity (mm/hr).

where: § is a parameter depending on T"and on the number of

g
=)

observations N. The error of the estimate is normally > . ;ii:gﬁ:ﬁ: §
distributed, so the confidence interval of the @ 15 \  log-normal - --- %
estimate can be obtained from multiplying the -3 y Gumbel  — é
standard error by the standardized normal variate & 1.0 \ 50 g
t, corresponding to the desired confidence level. 3 s
For the 95% confidence level, £, o5 = 1.96. s 05 §
To obtain a frequency measure for the data, the & _/) BHRIH AN 9
method of plotting positions was used (Seyhan 0'00_0 05 1.0 15 20 2.50 %
1979, Coulson 1966). Data were arranged from Log (10-minute rainfall intensity (mmhr))

high to low, ranks M (1..N) were assigned to them . . .
and plotting positions were calculated with the ~Tigure8.14 Frequency and probability density

Weibull method (Seyhan 1979, Coulson 1966) e e minute

method:
M

P(x>x =

@ax) = o= 8.15
and

1 N+1
T(xzx = — =
(=23 Plxzx,) M 8.16

where: x),= magnitude of observation with rank Af; P(x 2 x,,) and T(x > x,,) are the probability and the return period of an
event of magnitude x,, or higher.

Figure 8.13a shows both the data plotting positions and the fitted Gumbel distribution with the 95%
confidence limits, plotted on Gumbel-logarithmic extremal-probability paper. If the data are really
Gumbel type I distributed, they should plot as a straight line. Figure 8.13a shows, that this is not the
case. Especially at higher rainfall intensities, the data plot outside the 95% confidence interval.
Therefore more low-intensity data were discarded, successively for rainfall intensities <3, <4, <5,
<6 and <10 mm/hr, and Gumbel distributions were fitted to the remaining data (figs. 8. 13b-f). It
appeared that the best fit for the Gumbel distribution was obtained when all rainfall intensities <5
or <6 mm/hr were discarded (figs. 8.13d and e). It was decided to use the data >6 mm/hr for further
analysis (fig. 8.14). The discarded lower intensities are not relevant with respect to debris-flow
triggering; a 10-minute rainfall intensity of 6 mm/hr has a probability <10 of triggering a debris flow.

Atthis point, aremark has to be made concerning the return periods in figures 8.13a-f. These are given
in ‘(number of) rainfall peaks’ and not in ‘years’. This was done because the period of observations
was discontinuous. However, using some assumptions, the unit ‘rainfall peaks’ can be converted to
the unit ‘years’: :

1 In the months November - May the area is snow-covered with precipitation in the form of snow.
2 In the months June - October the area is free of snow and precipitation is in the form of rain.
3 In the months June - October the rainfall regime does not change.

These assumptions effectively mean, that only the months June through October are presumed to be
relevant with respect to debris-flow triggering and that debris flows should occur evenly throughout
the period June - October (the active period). In reality, relatively many rainfall peaks with high
rainfall intensities have occurred in September (see section 8.3.3), so the third assumption might lead
to an overestimation of the annual number of rainfall peaks. For this reason May has been included
in the non-active period, although field observations have shown generally snow-free conditions at
the end of the month. The active period has a duration of 153 days. Over the course of four years,
the field measurement periods counted altogether 450 days, so an ‘expected average annual number
of rainfall peaks’, N, can be calculated:
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153

450 Nahxerved
where: M .rves = total num_ber of rainf::ﬂl.pf?a.ks (maximum 10-minute rainfall intensities) observed during the 450 days of
the field fineasurement periods. By dividing all frequency estimates for the whole period of observations

. (450 days) by 0.34, frequency estimates on an annual basis are obtained and f
( R romth i
- in year§ can be calculated easily. mhess remperiods

= 0.34N
observed 8.17

expected

. 8.4.2 Debris-flow frequencies and return periods

Debris{flow frequencies anq return periods have been calculated for the data set >6 mm/hr. Four
. methods were used by combining the maximum 10-minute rainfall intensity curve with:

o1 (laine’s (1980) threshold value for debris-flow occurrence,

. 2 metho<.i 1, but now including the uncertainty in the rainfall intensity curve,
3 he debris-flow probability curve of figure 8.5,
4 method 3, but now including the uncertainties in both curves.

. Metho

1 and 3 each give a single value for debris-flow frequency, fy;, and return period, T (see table

8.8). Infcontrast, methods 2 and 4 yield frequency distributions of f,,and T. F
. ? ‘ ' k
95% caopfidence intervals are presented in table 8.8. Tu or these methods,the

. Equatidn 2.3 shows that Caine’s (1980) 10-minute rainfall intensity threshold for debris-flow triggering

is 29.8 | mmv/hr. Figure 8.13e shows that this value corresponds with a probability of exceedance

- P(i, 0 2/29.8)=0.057,0r T_=_ 17.5 rainfall peaks (method 1). This can also be calculated from equation
© 8.11, byt now the probability of non-exceedance, P(i,,, < 29.8) = 0.945, must be used. The 95%

confide nce intcrv.al .in method 2 was obtained by calculating the exceedance probabilities for both
95% copfidence limits of the maximum 10-minute rainfall intensity Gumbel curve at i, ,, = 29.8 mmvhr,

Figure ..15 shows both the Gumbel curve of maximum 10-minute rainfall intensity and the debris-flow
probability asa flmctxoq of the maxi_mum 10-minute rainfall intensity. By multiplying both curves,
a new anctlon, £, showing the relative contribution of different rainfall intensities to debris-flow

triggering is obtained (fig. 8.16):

~ . _ _ 104 3
559, - 0967) - SFI070N o 7229 14308l 10

i = 5.59e X 8.18
_ Oyn0; .
1+e 22.9 +14.3 Vlogi, o
Table 8.8 Debris-flow frequencies and return periods for four different methods.
Method Debris-flow frequency f;, Return period 7' Overestimation
i ratio of ‘input’
Period o'f peryear  inrainfall in years frequency (=3
observations* peaks® per annum)
1 Gumbgl curve + Caine (1980) threshold 19 6.45 17.5 0.155 2.2
2 95% Clhmbel confidence limits + 126261 430887 128263 O, ' »
_ Caine {{1980) threshold ' S263 U023 1430 G
. 3 Gumbe] + debris-flow probability curves 12 4.09 277 0.244 14

4 Gumbel + debris-flow probability curves;

5.28-26.4° 1.80-8.97° 12.6-63.1° 0.111- ¢ - ¢
accourlfing for uncertainty in both curves i oeas 0

7.13-22.5¢ 2.43-7.64' 14.8-46.7' 0.131-0.412¢ 0.8-2.5 (1.5)°

" * Numbeg|of observations (total number of rainfall peaks for period of observations) is 333.

* Values hetween brackets are averages.

' £2.59% and 97.5% values of Gumbel distribution of calculated debris-flow frequencies.

4 As*, bug after rejection of 8 extreme values (> 12 debris flows per annum).
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Figure 8.16 clearly shows that the largest number §-§ 0.0 0 20 40 60 80
o©

Debris flow frequency for period of

of debris flows is caused by 10-minute rainfall
observations (number per year)

intensities of 35-45 mm/hr. At lower rainfall
intensities, the larger number of rainstorms does not
compensate for the very low probability of debris-
flow triggering, whereas at higher intensities the
increasing likeliness of debris-flow triggering by
any rainstorm cannot compensate for the quickly
decreasing number of rainstorms. By integrating the
curve f, the total number of debris flows for the
period of observations appears to be about 12 (method 3).

Figure 8.15 also shows the 95% confidence limits of the debris-flow probability and rainfall intensity
probability functions. It clearly shows that the main source of uncertainty arises from the debris-flow
probability curve. In method 4, the uncertainties in both curves were taken into account by randomly
drawing curves from a known distribution of curves. For the Gumbel distribution, random curves were
drawn from a normal distribution with average = calculated best-fit Gumbel curve and standard
deviation given by equation 8.14. From the logistic regressions, the following parameters describing
the debris-flow probability were derived: averages g, = -22.86 and @, = 14.26; standard errors
se,=6.17 and se,, =3.94; correlation coefficient between a, and a;: 7,q, = -0.996. Random logistic
curves were constructed by first randomly drawing a, from anormal distribution with average =-22.86
and standard deviation = 6.17. Next, the corresponding @, was calculated from:

Figure8.17 Distribution of debris-flow frequen-~
cies for the period of observation,
obtained from the combination of
1000 pairs of debris-flow proba-
bility curves and maximum 10-
minute rainfall-intensity-frequency
curves (method 4).

- ay— a,

2
1 se Taya, +e(l- Taga

“
where: € is a random term with standard normal distribution. For each pair of curves a debris-flow frequency
was calculated in the way described for method 3. The distribution of debris-flow frequencies was
calculated from 1000 pairs of curves,. This distribution (fig. 8.17) is wide and slightly positively

skewed, with a few extreme values (up to 76 debris flows for the period of observations, or 26 debris

)|se, = -0293-0.636a,+00302e 819
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flows per annum !), average = 13.25 (4.51 debris flows per annum) and standard deviation = 543,

The lower and upper 95% confidence limits from this method, 1.80 and 8.97 debris flows per annum

respectively (see table 8.10), differ by a factor 5. The Gumbel curve in figure 8.17 has been fitted to

the datg affer rejecting the eight most extreme values (predicting > 35 debris flows) and has the

. followirlg distribution parameters (for the whole period of observations): average=12.93 (4.40 debris

* flows per annum), standard deviation = 3.95, Gumbel . = 0.3247 and Gumbel B=11.15. The 95%
confidence interval of this distribution is 2.43 - 7.64 debris flows per annum.

When thie calculated debris-flow frequencies in table 8.8 are compared with the numbers mentioned
in sectign 8.2, (probably 8-12 debris flows in the whole period of four years), they appear to be on
- the higl?l side. Especially the methods using the Caine threshold (methods 1 and 2) result in high
- debris-flow frequencies: about 6 (4-9) per annum, which is about 2.2 times as much as the number
"of debrik flows used as input to construct the debris-flow probability curve (12) and it is four times
higher than the minimum number of six debris flows that were identified in the field over a period
- of four years. Methods 3 and 4 give slightly better results. Method 3 overestimates the most likely
number|lof debris flows by a factor of about 1.4. For method 4, the average of the distribution
overestimates the most likely number of debris flows slightly more, by a factor 1.5. When the ‘input’
‘number |of debris flows used to construct the debris-flow probability curve, 12 (3 per annum), is
compared with the confidence bands of methods 2 and 4, it appears that this value falls inside the 95%
confidence band of method 4, but outside the 95% confidence band of method 2.

8.5 Discussion and conclusions

8.5.1 Debris-flow triggering

The logistic regression method has provided several simple, but powerful models explaining debris-
‘flow triggering to a high degree. The factors which are most linked with the triggering of debris flows,
-are shortrduration maximum rainfall intensities (measured over 2-15 minutes) and peak discharges.
The best|single-parameter model, the logarithmic logistic model, predicts that a 10-minute rainfall
intensity|of 40 mm/hr has a 50% probability of triggering a debris flow at the TCP site (table 8.4).
This valye is not very precise: the 95% confidence interval of 10-minute rainfall intensities having
a50% probability of triggering a debris flow is 33-52 mm/hr (fig. 8.15). This confirms the 50 mm/hr
threshold intensity mentioned by Blijenberg (1993b), which was based on a preliminary, qualitative
interpretation of field data. Blijenberg et al. (1996) mentioned an threshold rainfall intensity for
triggering micro-scale debris flows under conditions of simulated rainfall of 60-70 mm/hr on slope
angles of 55° or more. Such micro-scale debris flows could be an important mechanism in the
triggering of debris flows. However, the threshold mentioned by Blijenberg et al. (1996) was not
corrected for splash loss of water during the rainfall simulations. In section 6.4 it was shown that actual
rainfall iftensities of about 70 mm/hr might trigger micro-scale debris flows on the slopes in the marls
at the TQP site, which are generally in the order of 45°. As micro-scale debris flows were only
observediin the first few minutes after the start of rainfall simulations, they should be compared with
maximum 3-minute rainfall intensities. The 3-minute rainfall intensity with 50% probability of debris-
flow triggering is 63 mm/hr (table8.4; logarithmic logistic model). This intensity is 10% less than the
70 mm/hy mentioned above, although it seems more plausible that the threshold rainfall intensity for
the occurtence of micro-scale debris flows should be somewhat lower that the threshold for full-grown
debris flgws. Perhaps the difference may be attributed to boundary effects (other than splash loss)
during the rainfall simulations, resulting in an overestimation of the ‘effective’ rainfall intensity in
‘he simulations. On the other hand, it can be argued that the 50% probability-of-debris-flow rainfall
ntensity|is not the one corresponding with a ‘threshold’. For instance, a 3-minute rainfall intensity
>f 70 mm/hr has about 65% probability of triggering a debris flow, but it seems unlikely that such
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a high probability would correspond with a minimum (threshold) value for micro-§cal§ debris‘ﬂows.
Finally, although the micro-scale debris flows seem to be an important mef:ha.msm in debrls-_ﬂow
triggeri,ng, the conditions causing micro-scale debris flows and full-grown debris flows may well differ.

The logistic regressions have clearly shown that for the s_x?lgll TCP site, the rainsForm d.uration, total
rainstorm rainfall, total daily rainfall and ant§cedent precipitation are only marginally important for
debris-flow triggering. The best available rainfall data for Barcelonnette and the Bachelard Yalley
are daily totals. It must be concluded that these can hardly be used for the analysis of debris-flow
triggering from small-scale (< 10 ha) trigger zones. For the larger debrls-fl(?w trigger zones (ﬁ_g. 3.9),
30-120 minute rainfall intensities may be expected to be most relevant with respect to debns-ﬂow
triggering and daily rainfall totals will probably hardly be usef}ll aswell. An'tecedent 'ramfz_ill has little
influence on debris-flow triggering. The effect of a.ntec.edent. yamfall ondebris-flow tri ggering appears
1o last for about half a day to a day, which agrees with Bluenberg (1993b) who mentioned tha.t the
effect of rainfall on regolith characteristics disappeared in about 1 day during generally dry periods.
However, in the exceptionally wet period of June 1992, the ‘regollth would not return to a dry state
even after 2-3 days. The small effect of antecedent ramfa!l is somewhat surprising, as wet regolith
has a Jower sorptivity and therefore a shorter time to pogﬁimg than dry regqhth. Tl}us more .overl'and
flow is generated on a wet regolith, and this should be positively correlated with debris-flow triggering.
However, it could be that this effect is counteracted by a ﬁxanon of: loot}q material on the slopes during
prolonged wet conditions, resulting ina decregsed sedxmept ayallablhty. ) '
The multiple variable logistic models usually give only a sllght improvement over the sn-‘xgle-vargable
models. Several of the variables used in the logistic regressions have been calcl}lz}ted. w@ the aid of
underlying, hidden parameters and variables. This is the case for an_tecedent precipitation mc_lexes and
for TANKFLOW and DINOFLOW peak discharges. When such hlc:iden parameters ancl' valjlables are
taken into account, a simple 2-variable model containing the 5-n}1pute raquall intensity i, and tnhe
total rainstorm rainfall , , appears to be the optimal model explaining debris-flow triggering, using
Akaike's (1973) information criterion 4C to compare the models.

For debris-flow triggering at the Téte du Clot des Pastres site, Caine's (_1 980) threshold curve appears
to be much more meaningful than Innes’ (1983a) threshold curve. Qame's thresholfi corresponds to
a debris-flow triggering probability of 15-20% for rainfall intensities taken over mter_vals of 2-15
minutes. The apparent slight increase from spring to autumn of the ‘thre:s}mld rainfall intensity for
debris-flow triggering could well be related to a decrease in the availability of loose debris, which
was observed in the field by Blijenberg (1993b), Blijenberg et al. (1996) and De Graaf et al. (1993).

8.5.2 Debris-flow frequency

The actual debris-flow frequency over a period ‘of four years from June 199.1 l..ll'ltil June 1995 at the
TCP site has been at least 1.5 per annum, most likely 2-3 per annum. Clorr'lbmmg t.he maximum 10-
minute rainfall intensity frequency curve with debris-flow occurrence indicators yields estimates 9f
debris-flow frequency that are too high. This is not completely upexpepted, because of thq way in
which the 10-minute rainfall intensities are obtained. The rainfall intensity frequency curve is based
on all rainfall intensity peaks during the period of observatipps whllch'eyfceedeci' 6 mm/hr. The (2}6b1.'15.~
flow probability curve is based on maximum rainfall intensities of individual rainstorms; thcse‘lr.xdlvx- .
dual rainstorms can have more than one rainfall intensity peak. Discarding 9f.rau?fall intensities of

6 mm/hrand less for the construction of the rainfall intensity frequency curve isj us.tlﬁed beca_use such
low rainfall intensities do not produce overland flow and therefo're they cannot trigger debris flows.
Discharge data presented by Blijenberg (1993b) show that 10-minute rainfalt intensities of less. than
6 mm/hr never generated overland flow and that overland flow may occur for 10-minute ra}nfall
intensities of 10-15 mm/hr or more. One exception is the occurrence of runoff after a 10-minute rainfall
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Intensity of 3 mm/hr, butthis happened in the exceptionally wet period in June 1992 and was probably
caused ly saturation overland flow. The exceptional meteorological conditions of June 1992 are reflec-
ted in the low number of dry days and the low number of hours of sunshine recorded at the meteoro-
logical station of Embrun, 30 km northwest of the Bachelard Valley. Both broke the previous records.

: Using Gaine’s (1980) threshold value as a debris-flow occurrence indicator, the debris-flow frequency
is overestimated by a factor 2.2 (range 1.4-3.0, see table 8.8). A better result is obtained when the
logarithmic logistic debris-flow probability curve is used. With this curve, the observed debris-flow

- frequengy is less overestimated, on average by a factor 1.4. The incorporation of the uncertainty in
both therainfall intensity frequency curve and the debris-flow triggering probability curve yields a

- wide range for debris-flow frequency: the upper and lower 95% confidence limits of this range differ

+ by a facjor 5 (1.80 and 8.97 debris flows per annum). Still this is much less than the range that was

expectedl beforehand: a factor 100 or more. The observed debris-flow frequency of 2-3 debris flows

- per anngm corresponds with values inside the 95% confidence band near the lower confidence limit.
The comjbination of the rainfall intensity frequency curve and the debris-flow probability curve has

" also shovn that debris flows at the TCP site are most frequently tri ggered by rainstorms with maximum
10-minyte rainfall intensities of 35-45 mm/hr, which is the result of the quickly decreasing frequency

tms with higher rainfall intensities on the one hand and the quickly decreasing probability

ig-flow triggering with lower rainfall intensities on the other hand.

853 Performance of the discharge models
Conceptpally, discharge should have a higher correlation with debris-flow triggering than rainfall
intensity, as discharge has a more direct link with debris-flow triggering. One explanation for the

n-expected correlation between calculated discharges and debris-flow triggering is the fact
ischarge models have only been run on a part of the TCP site catchment. A large part of the
ne consists of the same type of regolith developed in the marls and should therefore react
more or|less the same to rainfall. The remainder of the TCP site consists of weathered or intact
‘sandstorjes, and this part probably reacts differently to rainfall. The sandstone regolith probably
conducts water better than the regolith developed in the marls, whereas the intact sandstones are
probablyi less conductive. Unfortunately, the net effect of these two is unknown.

Even so, the more complex, physically-based model DINOFLOW should be expected to perform better
than the gimple tank model TANKFLOW. Still, the results clearly demonstrate that the complexity
of a modgl is not the only factor determining the results, a fact which has also been noted by Hendriks
(1990). Input data for the models are equally important. Each additional input parameter or variable
introducgs additional input errors in the model result. This applies to measurement errors, interpolation
errors and spatial and temporal variations (De Roo et al. 1992, De Roo 1996, Van der Perk 1996).
De Roo ([1996) referred to this as the ‘parameter crisis’. In a study of phosphate concentrations in the
Biebrza River, Poland, Van der Perk (1996) concludes that an increasing number of input parameters
'increased the accuracy of the model (a better prediction of the actual value) at the cost of an increased
'uncertaity (a larger error band around the predicted value). The conclusion is that at any given level
‘of data ayailability and data accuracy, there exists one best model that forms the optimal compromise
an accurgte description of the process (as detailed as possible) and a minimum of input errors (as few
input parameters as possible).

‘The discharge models TANKFLOW and DINOFLOW in this study clearly suffered from a ‘parameter
crisis’. TANKFLOW generally performed better than DINOFLOW: the complexity of DINOFLOW
resulted In even less accurate results than TANKFLOW and also the uncertainty in DINOFLOW
discharggs is greater than in TANKFLOW discharges. Still, not even TANKFLOW can improve the
results of the simple 2-variable regression models based on relatively easy-to-measure rainfall
characterjstics. Thus, if a model were needed for an early warning system, the choice would be easy.
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9 DEBRIS FLOWS IN THE BACHELARD VALLEY: DALING OF DEEFOUSLLS

9.1 Introduction

Traditional reconstruction of debris-flow activity and frequency generally relies on dating of debris-
flow deposits by means of dendrogeomorphology, lichenometry or otl?er methods such as clast
weathering crusts, *C dating (Rapp and Nyberg 1981) or direct observations '(Rebet.ez et al. 1997).
Often, dating of debris-flow deposits is inhibited by a lack of datable material on, in or under the
deposits, or the deposits are reworked by subsequent processes, such as rock fall, and the 'datable
material is damaged or lost. Convergence may be a problem when dendrs)geomorphology is used:
changes in tree-ring patterns may be caused by processes other than debris ﬂow', such as rock fall,
avalanches or storms. Where debris-flow deposits have been dated, generally very little is known about
the relation between the number of deposits recovered in the field and the actual number of debris flows
that have occurred in the time span covered by the deposits. Usually the assumptior} is used -although
notalways consciously- that all debris-flow events have left recognizable deposits in the field, except
those that have been buried by younger deposits. ‘ .
In this study, dendrogeomorphology and lichenometry were employed in order to date debrxs-f!?w
deposits from five debris-flow systems in the upper Bachelard Valley a.nd in thg Vallonde l.a Moutiére
(see fig. 9.1). This chapter contains the results of these da’firTg.s, which are interpreted in terms of
average frequencies and return periods and long-term periodicities. Ir} the next chapter, a comparison
will be made with other methods of obtaining debris-flow frequencies.
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Figure 9.1  Location of debris-flow systems with dated deposits.
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9.2.1 Dendrogeomorphological data: the Split-Moving Window test

Tree-rmg widths and eccentricities were analysed with the Split-Moving Window (SMW) test, sh

in ﬁgureT 0.2 (Webster and Wong 1969, Webster 1973, Braam et al. 1987b). This test can be {Jsegwn
data whigh have been s?mpled at regular intervals in time or space. Two equally sized windows e
‘moved oyler the data series, with a fixed distance (the mullion size M) between them. For each 't'are
of tl}e windows, the window averages are calculated and a measure called the . fstanon
D7, is calgulated for the difference between the windows:

j DI = M
i st sl 9.1

generalized distance,

>‘wher;,: X andl x, are the Yvindow segment averages; s,* and s,* are the window segment variances. The window averages
“an be tested for differences, because D? is related to the Student’s t-distribution by:

t | DN 9.2

vhere: t= Student’s #-statistic; N = sample sizc of each window. In fact, this is a difference-of-means test, which
s‘camed Im_lt for each position of the windows. By comparing the r-value for each ositior; of tl}cx
7vmdow§ with a crit_ical t-value (with degrees of freedom df=2N-2) for a chosen level opfsi nifican N
he locations of statistically significant changes in tree-ring width or eccentricity can be fofnd Fi L?:ej
) the}t t.he SMW test is not capable of detecting changes near the start and end oint; ofg th

lata serieg (within a region of size N+Y%M for even M and N+AM-Y; for odd M) P °

test can be adjusted for specific purposes by varying the sizes of thé windows and the
n. Long windows are less sensitive to a noisy data signal but may miss short intervals b
veragingjacross small zones. On the other hand, short windows are more sensitive to short- .
iatterns a d will identify small zones at the cost of a more irregular, possibly uninterpretable pattern
f D? (Dayis 1986). Increasing the mullion size enhances the sensitivity of the technique whinever

S plac.e gradually. Inthis study attention is focussed on sudden changes in tree-ring patterns,
0 a narrow mullion was used: M= 1. After some experimenting, a window size N= 4 seemeg to ivé
sasonabl resqlts. InPut consisted of tree-ring width series for buried and inclined trees and tree-fin

series for inclined trees. Tree-ring eccentricities were calculated from equation 2.93 using
1e computer program CATIR (Braam etal. 19872, 1987b). The significance level was chose-n at 99‘5
1=0.01), o'rresponding to aone-tailed critical -value of 3.143 for df=6. This study usesa one—tailec‘i)
st, becal.x e it was expected that debris flows would only cause a decrease in general tree-ring growth
wfter buril or exposure) or an increase in tree-ring eccentricity (after inclination). ¢

range

jullion size § ;_] gg‘;\o‘” Window 1 window 2 (_g;
>
M point i %
I I §
. o g
indow size 0 L I‘
‘) point i+1 k‘ e & %
) > Mullion size 0 b - o
e (b) (c) 52+ 352

re 9.2 || The Split-Moving Window (SMW) test:

and i1 (2) the 1ot statistio Tt (a) general principles; (b) the test situation at points i

9.2.2 Lichenometrical data: a Riuzocarpon geographicum s.l. growth curve

Initially, the lichenometrical datings were based on Rhizocarpon geographicum s.1. and Xanthoria
elegans, but the Xanthoria elegans data were discarded because only very few lichens of this type
were found. Rhizocarpon geographicum s.1. thalli were found in abundance. For deposits with Rh.

geographicum s.1. thalli, Innes’ (1984) rejection criterion for anomalously large thalli (eq. 2.95) was

used, although this did not lead to a rejection of any thalli. The tetm Rhizocarpon geographicum s.1.

is used to indicate that identification has been performed to Rhizocarpon subgenus level (fig. 2.29).

still, it seems likely that these thalli belong to Rhizocarpon section Rhizocarpon (the Rhizocarpon

Geographicum group of Innes 1982b): section Superficiale and section Viridiatrum seem to be relatively
rare species that are hardly ever reported in deposit dating studies. Also, although visual separation
of section Rhizocarpon and section Alpicola is difficult, it is unlikely that the thalli belong to section

Alpicola. First, Orombelli and Porter (1983) state that no Rhizocarpon alpicola have been reported
growing in ‘that part of the Alps’ (the vicinity of the Aosta Valley, only 150 km NE of'the study area).
Second, Innes (1982b, 1983a, 1983d) found that the largest thalli growing on deposits which carry
both section Rhizocarpon and section Alpicola thalli are most likely to belong to section Rhizocarpon
when they are smaller than 50-60 mm (fig. 2.32). Similar observations were made by Bickerton and
Matthews (1992). In a study on the accuracy of lichenometrical dates, they compared the sizes of the
largest section 4lpicolaand the largest section Rhizocarpon thalli growing on moraines on the glacier
foreland of Nigardsbreen, Norway. They found that the largest thalli always belonged to section
Rhizocarpon for sizes up to about 60 mm (for the single largest thatlus) or 85 mm (for the average
of the 5 largest thalli). In this study, no largest thalli >40 mm have been found, so even if section
Alpicola thalli were present, they were unlikely to be the largest thalli on the deposits.

Another problem concerned the measured thaili diameters (fig. 2.35). It appeared that we had measured
the longest diameter (diameter of the smallest enveloping circle) instead of the shortest diameter
(diameter of the largest inscribing circle) which was used by Orombelli and Porter (1983) in the
construction of their Rhizocarpon growth curve (fig. 9.3). According to them, thalli up to 150 years
old (50-55 mm) tend to be reasonably circular, but this is contradicted by data from Innes (1983a)
that clearly show a widely varying ratio of the shortest to the longest diameter over the whole range
of thalli sizes (fig. 9.4). Thus the application of Orombelli and Porter’s (1983) lichen-growth curve
appears to be invalid for this study.

Fortunately, the presence of lichens on several debris-flow deposits that have also been dated with
dendrogeomorphology made it possible to construct a growth curve for Rhizocarpon geographicums.l.
in the Bachelard Valley. These deposits were all located between 1800 and 2150 m elevation.
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able 9.1

Number of debris-flow deposits and debris flows dated by lichenometry and dendrogeomorphology.

tebris-flow || Number of deposits Ni
fstem Total Undated Dated with da‘igbg;;xgs

Total  Lichenometry Dendrogeomorphology Lichenometry and flows
) only only dendrogeomo:

h

1 117 47 70 49 9 12 : e
EP 29 9 20 12 2 6 "
CP-N1 30 8 22 10 6 6 >
SE+TGW || 34 17 17 16 1 0 "
iP 24 13 11 11 0 0 H
thle 9.2 Dated debris-flow deposits.
te: TCH TCP-N1 TGE + TGW * TdP®

:posit Licﬂhns" Dendro? Visits®

Lichens Dendro

Visits

Lichens Dendro Visits Lichens Visits

196! 1968 1974
195 1952
1938
1972, 1983
105 1972, 1988 1969 }ggg
195. 1971,1988 1992 1971 1955
1994 1969
}3451( 1974 }g%
hed 1970 1955
197:‘ 1974 1972 1971 1942
1979 1962 1930
1968 1933
1990
1949 1973 1969
1966
1947 1973 1972 1948
1975, 1985 1949
1945 1961 1939
1956) 1951 1954 1954 1917
1974 1984, 1986 1946
10 1992 1969 1962
1938 1958 1951
1942 1940 1954 ik
1933 1928 1961
1946 1947
1987 1994 1940 1945
1974 1918 1948
1948 1950
1969
1975
1930
s0sits 1-20{probably originate from TGE, deposits 21-34 i i
dencrochrimologion seines wem o "def s from TGW. Some doubt remains over deposits 19-22.
henometrical dates.
adrogeomofphological dates.
es obtainedfrom ‘direct’field observations.

Figure 9.3 also shows these data and the corresponding Rh. geographicum s.l. growth curve. This
minimum-age curve appears to be linear on a size - log(age) plot and is given by:
dmax, s

age = 165 e(TS_) = 16.5%1.0476 s

where: 16.5 = colonization period in years; d,,,, s = average diameter of the five largest thalli (in mm).
A comparison of the dates obtained from sudden changes in overall growth or eccentricity (exact ages)
with those obtained from minimum-age trees in figure 9.3 shows that these minimum-age trees must
have colonized the deposits within a few years after deposition took place. If the delay had been longer,
the envelope curve for the exact age points would not have been the same as for the minimum-age
points: minimum-age points would have appeared more to the left in this figure. For average sizes
of the 5 largest thalli per deposit, the largest value used in the construction of the growth curve was
28 mm, which covers the range of all thalli sizes in this study quite well: only 5 deposits had larger
average thalli sizes (upto 33 mm). The constructed lichen-growth curve shows that Rh. geographicum
s.1. has a much shorter colonization period in the Bachelard Valley (16-17 years) than in the Aosta
Valley (28 years). On the other hand, the growth in the first 50 years following the colonization period
is faster in the Aosta Valley (33 mm; lichen factor 66 mm/century) than in the Bachelard Valley (30
mm; lichen factor 60 mm/century).

De Redelijkheid (1988) has also constructed a Rh. geographicum s.1. growth curve for the Bachelard
Valley. He used deposits containing both Rh. geographicum and Xanthoria elegans and, assuming
that his Xanthoria dates were more or less exact, corrected the obtained Rhizocarpon dates to produce
the Rhizocarpon geographicum s.1. growth curve shown in figure 9.3. However, this assumption and
the procedure described by De Redelijkheid (1988) to correct the Rh. geographicums.\. growth curve
seem questionable, especially as it was based on only 7 data points. Figure 9.3 seems to confirm that
his procedure has led to a strong overestimation of Rhizocarpon geographicum s.1. growth.

9.3

9.3 Occurrence and frequency of debris flows

Table 9.1 shows the number of debris-flow deposits dated for each of the debris-flow systems
investigated and table 9.2 gives the dates obtained for individual deposits shown in figure 9.5a-d. Data
from TGE and TGW have been combined, because it was not possible to separate the deposits from
both debris-flow systems with certainty. Frequency histograms of debris-flow occurrence are shown
in figures 9.6a-g. All together, 76 debris flows have been dated from the deposits. The majority of
these have occurred between 1940 and 1975, with two activity peaks: in the late forties to early fifties
and in the late sixties to mid seventies. Deposits formed after 1975 were less likely to be dated, because
Rh. geographicum s.1. lichens on those deposits were still in their colonization phase and therefore
invisible or still too few and too small to detect (fig. 9.6f). Such recent deposits could only be dated
if they had influenced tree growth (fig. 9.6g). An analysis of the undated deposits also shows that the -
apparent decrease in dated deposits after 1975 is (at least partly) caused by the absence of dating
possibilities. Based on the appearance of the undated deposits and the position of these deposits relative
to dated deposits it seems likely that 37 of the 47 undated deposits are quite recent (dating from the
seventies, the eighties or the nineties), and only 6 appear to be older. Figures 9.5a-d show that the
debris-flow deposits cover large parts of the surface, so it follows that deposits older than 1940 are
likely to be buried by more recent ones, which explains the scarcity of deposits older than 1940.
For each of the debris-flow systems, the debris-flow frequency has been calculated for the period 1940-
1994 (table 9.3). Figure 9.6 shows that the debris-flow systems TCP, TCP-N1, TGE and TGW have
only few deposits older than 1940 that have not been buried. Only for TdP has the full datarange (1927-
1994) been used. A clear difference between the debris-flow systems is present with regard to their
activity. TCP-N1 is the most active debris-flow trigger zone with an average debris-flow frequency
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obtained from lichenometry and/or
dendrogeomorphology. Horizontal
axis: year; vertical axis: number of
debris flows. ’
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(debris flows per year)
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Figure9.7  Relation between size of trigger zone
and activity of debris-flow systems.

0f 0.62 df/yr (debris flows peryear) and TGW is the
least active one with 0.15 df/yr. Figure 9.7 suggests
that the activity of a debris-flow system is related
to its size. The relation is not statistically significant
(p=0.107) at the 95% confidence level, probably
due to the small number of data points on which the
relation is based.

When the date of a debris-flow deposit is plotted
against the relative lateral position of the deposit
within the deposition zone, a spatio-temporal pattern
of deposition becomes apparent. Figure 9.8 shows
the approximate lateral locations of successive
debris-flow deposits within their deposit zones. It
appears that successive debris flows do not choose
their tracks in a random way, but their activity
gradually shifts within the deposition zone. Such
shifting patterns of activity are obvious for TCP,
TCP-N1, TGE and TGW. At TdP the pattern
appears to be more random.

In this study, all deposits have been treated
independent of each other. However, it is likely that
some of the deposits were formed during the same
events and form matching pairs, for example a pair
of levees formed by a debris flow. From figure 9.5
itappears that this may be true for deposits 4+5, 6+7
and 23+24 at TCP, deposits 5+6 and 23+25 at TCP-
N1, deposits 1+2,3+4, 5+6,7+8,12+13, 14+15 and
19+20 at TGE, deposits 23+25 and 33+34 at TGW
and deposits 142, 3+6, 4+5, 8+9, 10+11 or 11+12
or 12+13 or 13+14, 16+17, 19+20 or 20+21 and
23+24 at TdP. Only a few of these pairs had both
deposits dated by lichenometry or dendrochronology
(see table 9.4). Table 9.4 has two possible
interpretations. First, assuming the dates to be
correct, the table shows which deposits actually

Table 9.3 Activity of five debris-flow systems in the period 1940-1994.
Site Deposits Average activity Corrected activity
Total Dated Undated Frequency Return period ~ Frequency Return period
(debris flows / year)  (years) (debris flows / year)  (years)
All 111 70 41 2.02 0.5 1.93 0.52
TCP 27 19 8 0.49 2 0.48 2.1
TCP-N1 34 26 8 0.62 1.6 0.61 1.6
TGE 17 10 7 0.31 32 0.3 33
TGW 8 3 5 0.15 6.9 0.13 7.5
Tdp*? 24 11 13 0.35 2.8 0.32 3.1

2 Period 1927-1994.

Table 9.4 Possibly matching debris-flow deposits of dated debris-flow systems in the Bachelard Valley.

Site Deposit pairs

TCP 23 (1940) - 24 (1928)*

TCP-N1 23 (1954) - 25 (1947)

TGE 7(1969) - 8(1971)% 12(1971) - 13 (1962); 14 (1968) - 15 (1966); 19 (1917) - 20 (1946)
TdP 3(1938) - 6(1927);  8(1955) - 9(1957); 10(1970) - 1t (1955); 11(1955) - 12 (1942);

12 (1942) - 13 (1930);

13 (1930) - 14 (1933)

Thumbers indicate deposit numbers for first and second deposit with corresponding dates between brackets.

b Bold values are matching deposits: age difference <5 yrs.
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Al oy TERERREG MAGE B MMpUSity UL babll pall WeIC acllaily 1ormed
by the ame debrls?ﬂow event, the table would show the reliability and accuracy of the datings. Here
the firs mterp_)re}tatlon isused. Using an arbitrary maximum difference of five years between the. dates
eposits indicating that the deposits really form matching pairs, only 4 out of the 12 pairs appear
tching: 7.+8 anf:l 14+15 at TGE/TGW and 8+9 and 13+14 at TdP. By making the assumption
same ratio (1 in 3) applies to the deposit pairs that were not (both) dated, the calculated
ies and return periods in table 9.3 were corrected, as also shown in table 9.3: . The corrected

Temporal variation in debris-flow activity

arlla[ysis is a method to detect the existence of regular temporal variations in a time series
ating the power spectrum of that time series sampled. It is a modification of Fourier analysis
to makajit suitable for stochastic rather than deterministic functions of time (Chatfield 1984). Fourier

analysis} or harmonic analysis, is concerned with the approximation of a function by a sum of sine
and cosjne terms, the Fourier series representation:
N
X?: 2mjt 2mjt
Xy = a,cos| ~—=—| +} sin[ ==L t=1,..
J'=01(NJJ(N)}( mee) >
with:
2 2mjt
al = =) x cos| 2L
N;, I 9.5
N
2 . 2mjt
bl = £¥ x sin| 2L
| _ Né‘ : ~ 9.6
where: N = number of observations; a;, b, are coefficients; j = harmonic number =0,1 Y4NY; ¢ =time; x, = observation

at time . Wote that a equals the average, %, of the time series values and by and b,,, are zero. With N
parameters to descrlb.e Nobservations, the Fourier series representation fits the data exactly and explains
all of the data variation. Rewriting equation 9.4 as:

: :
X = % (ajcos((ﬂjt) + bjsin(cojt)) = E chos(mjt +9) 9.7
J= j=0
with
o = 28
N 9.8
_ [T ;2
Rj =ya +bj 9.9
- t bj
@)= arctan| —;j 9.10

v.hcre: @, =|/* harmonic or component frequency; R; = amplitude of the j* harmonic; ¢, = phase of the / harmonic. The
iighest 1 bquency that can be estimated from a series of observations is the Nyquist frequency, w‘hose
vavelength is twice the observation interval length Az. On the other hand, the lowest frequer’xcy that
:an be regsonably fitted has a wavelength equal to the duration of the time series.
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1he total variance 1s defined by:

2 _ 1y 2
§7 = = X, ~X 9.11
N;‘ (x, - %y
and the contribution of the /* harmonic to the variance is given by:
LIS 5 = LY Riost(r +0) R 9.12
;o= =) (x,~x) =— ‘eost(o i+ @) = = | .
SN Y N 9 2

Plotting this contribution against the harmonic number , the frequency ; or the wavelength N/j results
in the so-called periodogram.

A test developed by Fisher (1970, in Davis 1986) can be used to test the significance of the dominant
frequency. The test calculates the probability that the contribution s of this frequency exceeds the
contribution of the dominant frequency in the case of a time series of independent random points.
The test statistic g is given by:

2
s

g =~ 9.13
252
and the critical value of g, . for a specified probability level p is given by:
Inp - Inm
= 9.14

gp,cr
where: m = %N for even N and m=Y(N-1) for odd N. If the critical value is exceeded, the periodic component
can be presumed to exist. ’
Figure 9.9 shows the obtained periodograms. It appears that the debris-flow trigger zones each have
different spectra. The Fisher test shows that none of the peaks in these spectra are significant ata 95%
probability level, so they could have arisen purely by chance. The same applies to the lumped periodo-
grams of figure 9.10. Still, the 2 activity peaks that were identified from the frequency histograms
of figure 9.6a seem to correspond with the periodicity peak at 25 years in figure 9.10a. The fact that
this peak is not significant in the Fisher test is probably related to the short length of the data series.
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Figure9.9  Periodicity of debris-flow activity in the five investigated debris-flow systems. Horizontal axis:
period in years; left axis: periodogram value; rightaxis: explained variance in %.
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- Figure9.10  Periodicity of debris-flow activity in the Bachelard valley (all five debris-flow systems). Hori-
zontal axis: period in years; left axis: periodogram value; right axis: explained variance in %.

9.5 Discussion and conclusions

Itappears that both lichenometry and dendrogeomorphology are useful methods for dating debris-flow
deposits in the Bachelard Valley, although they are not without problems. For dendrogeomorphological
iting of debris-flow deposits in the Bachelard Valley, the number of debris-flow deposits that have
agtually hit trees and influenced tree growth is only a fraction of the total number of deposits. This
prpblem becomes more severe for deposits at higher elevations, where tree growth is even less dense.
Inithe Bachelard Valley, tree density rapidly decreases above about 2000 m. Also, the interpretation
offtree-ring growth/eccentricity reactions can be problematic. Such reactions may also have been caused
byiprocesses other than debris flow. Rockfall and snow avalanches appear to be frequent phenomena
ory the steep slopes in the Bachelard Valley and on many occasions, they will affect debris-flow
deposition zones, causing burial, inclination or wounding of trees. For this reason only the expected
responses of trees based on their field situation were used. For example, a straight, non-curved, tree
witha buried stem would only be analysed for changes in overall ring width growth, but not for changes
infring eccentricity. The problem gets more complicated when a tree reacted on more than one occasion.
Usually there is little or no evidence that most or all of these reactions have been caused by a single

The application of lichenometry to the dating of debris flows or any other type of deposit depends
strongly on the availability of a reliable lichen-growth curve. Usually it is quite difficult to obtain a
reliable lichen-growth curve. This mainly relates to finding a large number of well-dated surfaces which
also carry lichens and which are subject to the same environmental characteristics as the areas where
the deposits to be dated are located. The calibration points are often located on gravestones, bridges
orjother anthropogenic structures, which are mainly located at lower elevations in the valleys. The
deposits to be dated are often located several hundreds or even over a thousand metres higher up,
although Innes (1982a, 1983b) recorded no variation in the growth rates of section Rhizocarponthalli
over an altitudinal gradient of 450 m ina study of debris flows in the Scottish Highlands. The reliability
ofthe Rhizocarpon geographicums.\. growth curve used in this study is still questionable as it is based
onjjonly 15 points. .
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The small number of deposits older than 1940 and the surface area covered by more recent deposit
(fig. 9.5) show that deposits have a high probability of being buried by more recent deposits withis
50-100 years after their formation. In these very active debris-flow systems, this strongly reduces th
use of lichenometry as a dating method, as only deposits at the surface can be dated in this way. Fo:
less active debris-flow systems and debris-flow systems with larger deposition zones, deposits car
remain at the surface for a longer time and lichenometry can be used up to several centuries back
as shown by Innes (1983b, 1985b) and Van Steijn (1991, 1996). The systematic lateral shift of
deposition activity within the deposition zones at TCP, TCP-N1, TGE and TGW remains to be
explained. The activities of individual debris-flow trigger zones found in this study (table 9.3) exceec
those mentioned by Van Asch and Van Steijn (1991) for the same area, The average return period
for debris flows found in this study varies from 1.6 years (TCP-N1) and 2-3 years (TCP, TGE, TdP)
to 6.9 years (TGW), whereas Van Asch and Van Steijn (1991) give average recurrence intervals of
10 years (and 4-5 years for the most active debris-flow trigger zones).

The relation between activity and size of a debris-flow system (fig. 9.7) may possibly be interpreted
as follows. In small debris-flow trigger zones, small-sized debris flows are triggered relatively ofter
and most of them can reach the deposition zone. In large debris-flow trigger zones the smaller debris
flows may notalways leave the trigger zone and only the larger, less frequently triggered debris flows
reach the deposition zone. However this is only one possible explanation and other explanations cannot
be ruled out, all the more since the relation in figure 9.7 is only weak. Differences in lithology between
the debris-flow trigger zones could just as well be responsible for the variation in activity. Lithology
is the same in TCP and TCP-N1 (limestones, marls and sandstones), but TdP (sandstones) and TGE
and TGW (sandstones and blocky schists) are located in other rock types. Another possible explanation
could be the presence of larger depth of accumulations of coarse debris in larger debris-flow trigger
zones. With increasing depth of the coarse debris accumulation, The saturation level necessary to
destabilize an accumulation of coarse debris increases linearly with the depth of the debris'
accumulation, so destabilisation could be more difficult in large debris-flow trigger zones. i
On the basis of previous debris-flow deposit datings in the Bachelard Valley (De Redelijkheid 1988),:
we had expected to find an 11-year periodicity in debris-flow activity. Analysing tree-ring data, De.
Redelijkheid found a strong periodicity at about 11 years (fig. 9.11), which he attributed to a possible |
relation between debris-flow activity and variations in rainfall associated with the 1 1-year sun-spot|
cycle. Nearby, in Italy, Mazzarella and Palumbo (1992) showed a convincing direct relation between
variations in annual rainfall and the sun-spot number (whichrepresents sun-spotactivity), soan 11-year
periodicity in rainfall fluctuations is likely to exist ‘
in the study area as well. This does not necessarily

: ol T . 304 Téte du Clot des Pastres ---

1m;_>ly .t}?at debris-flow actmt}.l must aIsp show a 5 Moutiére valley (west)

periodicity at the same 11-year time scale: inchapter & Moutiére valley (east) -

8 it was already proven thateven daily rainfalltotals ~ § 20 4 Moutiére valley —
. . c Bachelard valley —

hardly correlate with the occurrence of debris flows, g

so it seems that annual totals are even more unlikely S

to correlate with debris-flow occurrence. Figure E 10

9.10b presents the periodogram of 5

dendrogeomorphological dates in this study, which 5 0 \ A g

only shows a (non-significant) peak at 16 years: 10 100

there is no obvious relation with the sun-spot cycle. Wavelength (years)

Thus, ﬂ?e results of this study do not support the  Figure9.11  11-year periodicity of debris-flow
conclusions drawn by De Redelijkheid (1988) and activity in the Bachelard valley ob-
it seems that there is need for further investigations tained through dendrogeomorpho-
in order to resolve this matter. logy (after De Redelijkheid 1988).
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10.1 Introduction

Papers dealing with the actual occurrence of debris flows are abundant. Most describe the occurrence
of debris flows caused by particular, extreme meteorological situations. In the summer of 1987 the
Alps were affected by extreme rainfall, triggering many water floods and mass movements like debris
flows. In Switzerland, Zimmermann (1990), Haeberli et al. (1991) and Rickenmann and Zimmermann
(1993) have investigated the induced debris flows. In Italy this was done by Chardon (1990) and Pech
(1990) and in France by Meunier (1990) and Ballandras (1993). Also, Clotet-Perarnau et al. (1989)
have described debris flows in the Pyrenees Range resulting from an exceptional rainstorm in
November 1982 and Bozonnet (1994) has described some exceptional debris flows occurring above
3500 m elevation in the Mont Blanc Massif in the summer of 1992. In the Bachelard valley, Hovius
(1990), Blijenberg (1993b) and De Graaf et al. (1993) have investigated several debris flows in the
period 1986-1991. Addison (1987) has investigated debris flows in north Wales, and for the central
Karakoram, Hewitt (1993) has described debris flows resulting from torrential rains in September
1992.In the USA, Cenderelli and Kite (1998), Coe et al. (1998) and Wohl and Pearthree (1991) have
described debris flows resulting from intense rainfall. Often, the return period for one or more
rainstorm characteristics are mentioned (Brand 1993, Cenderelli and Kite 1998), but this does not
necessarily represent the return period for debris flows, which might also be triggered by less intense
rainfall or by different combinations of rainfall intensity and duration. Debris flows resulting from
other causes have also been described, such as the debris flows resulting from the eruption of the 1980
eruption of Mount St. Helens in the USA (Cummans 1981).

Other researchers have investigated debris-flow occurrence to identify hazard and risk zones. Such
investigations have been conducted by Pigeon (1991) in the northern French Alps, by Aulitzky (1994)
in Austria, by Kienholz and Mani (1994) for the north face of the Rigi in Switzerland, by Lavigne
and Thouret (1994) for the Merapi volcano in Indonesia, by Suzuki and Furuya (1992) for the Unzen
Volcano in Japan and by Thouret and Laforge (1994) for the Rio Combeina valley and Ibague City
in Colombia. A theoretical approach using debris-flow movement and deposition models to identify
hazardous zones was adopted by Takahashi (1981b) and Takahashi et al. (1981).

Debris-flow occurrence and frequency have also been the subject of research, using mainly methods
such as dendrochronology and lichenometry, as was described in chapters 2 and 9. In contrast, very
few papers deal with the actual spatio-temporal distribution of debris-flow occurrence. When field
surveying techniques are used, the investigated area is usually small, such as a single slope or a small
tributary valley. An example of such an investigation has been presented by Hétu et al. (1994), who
have studied a single slope in Gaspésie (Quebec, Canada) nearly continuously over a period of more
than half a year during the winter of 1989-1990. Within this period, at least 6 events producing
frost-coated clast flows, a phenomenon related to debris flow (see table 2.2), were observed and
accurately mapped. Whitehouse and McSaveney (1992) have used aerial photos of 5 different years
covering the period 1938-1986. From these photos, debris-flow occurrence and other natural
phenomena were mapped, resulting in a map of natural hazards and risks along State Highway 73 in
New Zealand. Luckman (1992) has mapped relatively young (less than about 5 years old) debris-flow
deposits in the Lairig Ghru in the Cairngorm Mountains of Scotland. He did this for both 1961 from
aerial photos and for 1980 from a field survey. Probably the most elaborate spatio-temporal study on
debris-flow occurrence concerns the Polish Tatra Mountains (Kotarba 1984a, 1989, 1992, 1997,
Krzemien (1988), where regular and systematic investigations have been conducted ever since the
mid-seventies. Krzemieni (1988) has studied debris-flow occurrence in three deglaciated cirques in
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Tatra Mountains in the period 1976-1986. He found that during those 10 years debris flows
, but debris-flow tracks hardly changed.

Field obzervations in 1991 and 1992 raised some doubt on the ‘meaning’ of debris-flow frequency
, obtained| from dendrochronology and lichenometry. In just over one year of field investigations, 2
vor 3 debris flows had been triggered in the TCP trigger zone. In the previous chapter,
- dendrochronological and lichenometrical dating of debris-flow deposits originating from the TCP
. site indigated that in the period 19401990 debris flows had occurred on average only every 2 years.
* Although these results are not necessarily conflicting, due to the irregularity of debris-flow activity
-[.6b), the rainfall data from 1991 and 1992 did not give any reason to expect an increased
y of debris flows in these years, especially since the prolonged wet period in June had not
d any debris flows from the TCP debris-flow trigger zone.
ield surveys were started in 1992 in order to map the occurrence of ‘fresh’ debris flows in
lard valley. They were carried out twice a year, in summer and in autumn. These surveys
give a better idea of the actual occurrence and frequency of debris flows and thus provide a
check orthe reliability, applicability and limitations of the debris-flow deposit dating methods used
+in chapter 9. Also, they should enhance the possibility to link debris-flow occurrence to rainstorms,
thusalloyving the possible recognition of relevant rainstorm characteristics, including spatial rainstorm
aspects. lIn this way, detailed information concerning the temporal (year-to-year and seasonal) and
1spatial variability of debris-flow occurrence is obtained and the hypothesis formulated in chapter 1
can be chiecked.

In the sutveys, no special attention was paid to the magnitude of debris flows. The only criterion used
‘in the sufveys was a minimum debris-flow length of about 50 m, which was the minimum size that
could bt:.J apped. Magnitude has two aspects, temporal variations and spatial variations. The spatial
variatiorjis largely a reflection of the characteristics of the debris-flow trigger zones involved. Where
the tempgral variation is concerned, the magnitude of a debris flow will probably reflect the magnitude
‘of rainfall intensity of the rainstorm, which is intimately linked with its frequency (Van Steijn 1996).
.This may| also have its influence in the dating of debris-flow deposits. For instance, smaller debris
flows haye more chance of being buried and less chance of affecting trees than larger debris flows,
which ogcur less often. Magnitude has been left out of the investigations because there is no

informatjon on the spatio-temporal distribution of rainfall over the Bachelard Valley.

10.2 Occurrence of debris flows in the Bachelard valley in the period 1991-1995

Field suryeys were carried out twice a year, in summer and in autumn, covering the period from June
1991 untjl June 1995. Systematic surveys were carried out between October 1992 and October 1994,
Table 10}l shows which regions of the Bachelard valley have been investigated in each survey. The
regions ate shown in figure 10.1. Debris-flow tracks were mapped as accurate as possible. Figures
10.2a-k show the distribution of debris flows in the Bachelard valley from 1991 until 1995. Based
on rainfall measurements at the TCP site and on daily precipitation data from Barcelonnette, table
10.2 presents rainstorms, some of which must have triggered the debris flows,.

In the summer of 1991 (fig. 10.2a), two fresh-looking debris flows were found in the Moutiére valley.
These had probably occurred shortly (several weeks ?) before the start of the field campaign. The
debris flow at TCP occurred on 12 July and was triggered by a short-duration thunderstorm (table
10.2), theimost severe short-duration rainstorm recorded during the whole period of investigations.
The autujnn 1991 debris flow from the TCP-N trigger zone (fig. 10.2b) was probably triggered by
the 23 July or the 9 August rainstorm (see table 10.2). At TCP, another debris flow may have been
triggeredy but no conclusive field evidence was found to either accept or reject this possibility.
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Table 10.1 Field surveys for mapping ‘fresh’ debris flows in the Bachelard Valley in the period 1991-1995.

Year Season Period Systematic N® N® Inventory®
From Until  inventory
1991  summer 6/1 7119 no 5 1 only upper Bachelard Valley, Bayasse-Ventebrun area
and Moutiére, Braissette and Restefond Valleys
autumn 921 9/22 no I 3 only upper Bachelard Valley
1992  summer 5/31 7/22 no 3 1 only upper and lower Bachelard Valley and Petite
Cayolle, Braissette and Restefond Valleys
autumn  10/7  10/14  yes 28 12 except Petit Talon and Grand Talon Valleys and upper
parts of Sanguiniére and Pousterle Valleys
1993  summer 7721 7127 yes 20 11 complete
autumn  9/18 9722 yes 2 2 except Sanguiniére and Julien Valleys
1994 summer 6/28 7/8 yes 89 33  complete
autumn  10/4 10/12  yes 1524 47¢  except Julien Valley
1995  summer 5/26 529 no I 1  only upper, middle and lower Bachelard Valley

*Number of ‘certainly new’ debris flows.

® Number of ‘probably new’ debris flows.

¢ See figure 10.1.

4 Of which 60 “certainly new’ and 9 ‘probably new’ debris flows occurred on 26 June.

The early summer of 1992 was generally a very wet period. On 15 May a prolonged period of rainfall
started, only to end 8 weeks later on 12 July. In this period only 12 dry days were recorded at
Barcelonnette. At TCP even less dry days must have occurred: only 3 days without any rainfall were
recorded between 12 June and 12 July, against 7 in Barcelonnette in the same period. Although much
rain fell in this period, rainfall intensities were relatively modest. Maximum S-minute rainfall intensity
i,s between 12 June and 12 July did not exceed 22 mm/hr at TCP (see table 10.2) and only a few debris
flows were triggered (fig. 10.2¢). The large debris flow in the lower Bachelard valley northeast of
Uvernet occurred on 27 June during a 2-day long period of rainstorms and thunderstorms. Only on
these two days did 5-minute rainfall intensities reach 22 mm/hr (table 10.2). Even though it is
surprising that a debris flow was triggered by rainfall with such low intensities, it is not very surprising
that it happened in just this debris-flow trigger zone, which is one of two debris-flow trigger zones
situated in the relatively impermeable Terres Noires marls.

In the autumn of 1992 several debris flows were found in the Bachelard valley (fig. 10.2d). These
debris flows show some degree of clustering. Many debris flows are situated in the Petite and Grande
Cayolle valleys around the Trou de I’ Aigle. Smaller clusters can be found in the Moutiére and Telliére
valleys. Figure 10.3 shows a debris flow in the upper Bachelard valley under the Téte de Peynier.
According to TCP rainfall data, the debris flows may have occurred on 9, 19 or 29 August or on 9,
22 or 27 September (see table 10.2). On the first four of these dates thunderstorms occurred, on the
last two dates prolonged rainfall occurred with short bursts of high-intensity rainfall. Video camera
recordings have shown debris-flow-like surges occurring in the TCP trigger zone at least on 19 and
29 August. During the other four rainstorms, the video camera malfunctioned. It seems likely that
such debris-flow-like surges have also taken place during the September rainstorms.

The debris flows mapped in the summer of 1993 are all located in the eastern part of the Bachelard
valley (10.2¢) in three well-defined clusters. The cluster with the most debris flows is situated around
the Trou de | Aigle and the Mont Pelat in the Grande and Petite Cayolle valleys. Nearby another cluster
is situated in the Saume valley on the eastern slope of the Cimet. The third cluster is located in the
Moutiére valley, directly to the south of the Chevalier. Also, two debris flows were found in the upper
Bachelard valley on the western slope of the Téte du clot des Pastres. The factthat debris-flow activity
took place in well-defined clusters indicates that local rainstorms must have triggered the debris flows.
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Legend for figures 10.1 and 10.2a-k
Debris-flow trigger zone @ Site mentioned in text

Debris-flow - certain Region bcrdez:
Debris flow - probable - River, mountain stream

1aowe 10.2 Lxtreme rainstorms between June 1991 and September 1994 in the Bachelard Valley.
Year Date Téte du Clot des Pastres Barcelonnette®
Time  Duration i, i o Lo .oy 1oy
minutes  mm/hr mm/hr mm/hr mm mm mm
1991 03/06 44.5
03/08 345
L2 1407 68 1321284 526 294 303 A8
07/23 1432 29 52 336 13.8" 6.9 16.7 135
(0809 ...303 030 84 792 186 93 . 14.1
09/26
09/29 95.4
10/06 52.7
10/11 48.5
11/13 343
1992 0519 335
06/27 18:10 65 272 217 13.6 12.5 16.8 10.8
L0628 1734 32 228 218 LI SN S A S
08/09 21:55 82 36.4 272 12.7 10.7 11.6 5.8
08/19 17:38 47 90.8 76.2 40 21.3 22 0
08/29 12:47 493 49.8 40.8 20 74.5 75.4 31.9
09/09 13:41 18 54.4 43.7 11.8 5.9 6.6 2.6
09/22 11:52 36 63.6 46.3 17.7 9.5 829 42.3
13:06 67 59 49.1 254 17.7
16:05 284 31.8 29.9 17.7 404
........... 0927 ABO1 52 546 491 214 166 643 296 .
1993 || 04/25 28.6
05/20 29
06/06 18:06 25 324 29.2 9.3 4.7 5.1 [4}
06/07 15:46 22 56.8 43.8 12.5 6.3 7.1 21.5
07/09 22:21 54 48.6 34.1 10.9 6.3 8.3 20.2
010 1844 117 364 268 97 1 s 111
08/05 14:15 19 85 77.8 18.6 9.3 9.3 0.7
08/13 17:17 18 36.6 29.2 7.7 38 6.3 0
08/15 13:38 44 73 70.4 30.8 16.4 34.6 2.1
14:31 45 64.8 58.3 24.7 13.6
08/27 13:21 40 36.4 292 13 7.3 23.7 19.4
09/09 2304 80 406 292 77 69 132 89
09/22 304
09/23 333
09/30 32
10/07 62.8
1994 || 06/26 15:01 70 364 29.2 12.9 125 68.8 41.5
oo JTOL 60 486 413 182 e
07/11 22:34 63 85 77.8 32 25.1 0
07/22 15:25 46 93 82.6 425 362 10
07/23 12:22 19 36.4 31.6 11.3 11.9 23
07/27 18:43 18 81 77.8 19 12.1 0.9
07/29 13:49 30 44.6 36.5 16.6 . 16 6.3
09/08 09:36 135 56.6 51 275 334 672 314
13:23 7 56.6 41.3 89 34
14:17 7 60.8 46.2 22.7 18.2
15:41 28 52.8 389 154 5.7
09/14 03:03 79 324 29.2 154 13.4 50.8 22.7
09:46 68 44.6 43.7 14.2 8.7
09/23 13:58 253 364 316 17 51 103 332
09/24 01:30 81 36.4 34 15.4 115 174 0
* Barcelonnette daily rainfall data are measured from 9 am on the preceding day until 9 am on the day concerned.
® Rainfa]l intensities are shown in italics if the rainfall-intensity interval exceeds the actual rainstorm duration.
Dotted [ines indicate field surveys.
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Figure 10.1 Regions in the Bachelard Valley.

Figure 10.2  Debris flows in the Bachelard Valley in the period 1991-1995. Legend: see fig. 10.1.
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(d) autumn 1992

(¢) summer 1992

Figur¢10.2 (cont.)  Debris flows in the Bachelard Valley inthe period 1991-1995. Legend: see fig. 10.1. Figure 10.2(cont.)  Debris flows in the Bachelard Valley inthe period 1991-1995. Legend: see fig. 10.1.
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2(cont) Debris flows in the Bachelard Valley in theperiod 1991-1995. Legend: see fig. 10.1.

Figure 10.2 (cont.)  Debris flows in the Bachelard Valley in the period 1991-1995. Legend: see fig. 10.1.
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(i) autumn 1994

)
-

Figur¢10.2 (cont.) Debris flowsin the Bachelard Valley in the period 1991-1995, Legend: see fig. 10.1.
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TCP rainfall data (table 10.2) show several
moderate and severe rainstorms on 6-7 June and on
9-10 July. Barcelonnette rainfall data show the
occurrence of thunderstorms in April and in May
1993 and rainy periods in October, November and
December 1992. The October 1992 rainstorms
seem less likely to have triggered the debris flows,
as this was a period with prolonged rainfall of low
to moderate rainfall intensities. Also, on a visit to
the Moutiére valley on 20 June, the debris flows
located here still had a very fresh look. These may
well have occurred on 6 or 7 June. On 10 July some
debris-flow surges were recorded by the video-
camera at the TCP site. However, these surges did
not leave the debris-flow trigger zone and no debris
flow was triggered.

Between late July and late September 1993 only
few debris flows occurred in the Bachelard valley
(fig. 10.2f), even though a number of severe rain-
storms were recorded at the TCP site on 5, 13, 15
and 27 August and on 9 September (table 10.2).
The debris flow originating from the TCP debris-
flow trigger zone probably took place on 15
August, which is supported by the video-camera
recordings. The video-camera also showed, that the
rainstorm on 13 August certainly did not produce a
debris flow at TCP.

The survey of late July 1994 revealed widespread
debris-flow activity throughout the Bachelard valley ~ Figure 10.3  Debris flow on the west-facing slope
(fig. 10.2g). A large number of these occurred on of the Téte de Peynier (autumn 1952).
26 June, as a result of the passage of a cold front

accompanied by severe rainstorms and thunderstorms. The debris flows that occurred before 26 June
are widespread throughout the whole Bachelard valley, with only weak clustering (fig. 10.2h). Most
of these debris flows, such as those in the Saume vailey, probably took place during the exceptionally
wet period of 23 September until 14 October 1993 (table 10.2). Many of these were still partly covered
with snow and must thus have been formed before the winter (fig. 2.4). The large amounts of rainfall
recorded on 6-7 January (51.5 mm) and on 28 February (24.8 mm) in Barcelonnette probably did not
trigger any debris flows in the Bachelard vailey. On 6-7 January precipitation in the Bachelard valley
must mainly have been in the form of snow. Also, during a short visit to the Bachelard valley in March
no evidence was found for any debris-flow activity caused by the 28 February rainfall. Figure 10.2i
presents the 26 June debris flows. Their spatial pattern also shows only weak clustering. Several debris
flows in the Grande Cayolie valley and the large debris flow in the Paluel valley near the Petit Cheval
de Bois had run over snowpatches in the gullies and couloirs (fig. 4.13). Therefore they must have been
triggered after the winter season, most probably on 26 June. Atthe TCP site, video camera recordings
indicate that a debris flow probably occurred at about 17:30 hr and/or at about 16:00 hr.

The largest debris flows and the largest number of debris flows were found during the survey in the
autumn of 1994 (fig. 10.2j). At TCP, severe rainstorms or thunderstorms were recorded on 11,22, 23,
27 and 29 July and on 8, 14, 23 and 24 September (table 10.2). The widespread occurrence of debris
flows has most likely been caused by the rainfall on 8 September. On this day, prolonged rainfall
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4 Debris flows in the Grande Cayolle Valley (autumn 1994).

in combination with several bursts of high-intensity rainfall (4,3 up to 53-61 mm/hr). The
nstorms in September also show high amounts of rainfall, but lesser maximum rainfall

lntensi:ixﬁs (i3 up to 36-45 mm/hr). Combining with Barcelonnette rainfall data shows that all these

s were widespread. On the other hand, the 27 and 29 July rainstorms had high maximum
S (i3 up to 45-81 mm/hr), but lesser rainfall amounts, and it seems that they were more
The: rainstorms on 11 and 22 July also show a large spatial variation: at TCP,25.1 mm and
pf ra}nfall were recorded on these days with high rainfall intensities (#,3upto 85-93 mm/hr)
o rainfall was recorded on 11 July and only 10 mm on 22 July in Barcelonnette. Figure 10 éi
me of the debris flows that occurred in the Grande Cayolle valley. ‘
?f the summer of 1995 (fig. 10.2k) shows only two debris flows. A complete survey at this
impossible, as 2 large part of the area above 2000 m was still covered with SNOw.

Discussion
Temporal aspects

ving discussion on debris flows in the Bachelard valley will berestricted to the five systematic
hich cover the period from late July 1992 until mid-October 1994. In this period at least 291
ws were triggered for certain, and another 105 were possibly triggered. These numbers are
alues, as more than one debris flow may have been triggered from any debris-flow trigger
pen successive surveys. For each debris-flow trigger zone, only one debris flow was mapped

fany fresh tracks or deposits were found, even when more than one track was present. This was done

‘ecause i
ainstorm,
~0 succe

74

was hardly ever possible fo find out whether or not the tracks were all formed during one
Qn the other hand, mulitiple debris flows triggered by more than one rainstorm between
sstve surveys may have followed the same tracks, leaving only a single track as evidence

QL CCUIS-110W aCLlVILy. olliliidi OUSCIYallOns WOIT H1alC Uy ZCIICI L 17007 101 ULDIES 110WS 11 UIC
Polish Tatra Mountains. It is very unlikely that the large number of severe rainstorms and thunderstorms
in July and September 1994 did not trigger more than one debris flow in at least some debris-flow
trigger zones. There are some exceptions, where more than one debris flow could be identified between
successive surveys. At the TCP site, this was made possible by regular field visits and video camera
recordings. Also, for the summer of 1994, the debris flows occurring on 26 June could be separated
from those occurring before 26 June, which showed that 2 debris flows had happened at TCP-N1 and
at one of the trigger zones in the Moutiére valley (see figs. 10.2h and i).

Debris-flow activity for each ofthe regions of figure 10.1 was characterized by calculating debris-flow
frequency, fs, the average number of debris flows per trigger zone per year for a region obtained
from regular surveys:

+0.5N

. Ny ) 10.1

Ncl/.'m A t/v

where: Ny, = total number of certain, fresh debris flows from the systematic surveys; N, = total number of probable, fresh
debris flows from the systematic surveys; N, = number of debris-flow trigger zones in a region; ¢ =time period covered
by the surveys (in years). The upper Bachelard valley region was subdivided into the west slope of the
Téte du Clot des Pastres and the rest of the upper Bachelard valley. The reason for this subdivision
was the high frequency of visits to the west slope of the Téte du Clot des Pastres during the field
campaigns which might influence the results. The probability that more than one debris flow has been
triggered from a single debris-flow trigger zone increases directly with number of heavy rainstorms
between successive surveys, which in turn depends on the time interval between successive surveys.
Ideally, in order to identify all debris flows occurring, the study area would have to be surveyed after
each heavy rainstorm, which is a time-consuming and therefore highly impractical task. The calculated
debris-flow frequencies must therefore be regarded as minimum values.

The average debris-flow frequency varies from at least 0.050 yr™! for the Braissette valley (average
debris-flow return period of 20 years) to at least 0.956 yr” (average return period about 1 year) for
the Téte du Clot des Pastres slope. For the TCP site, observed debris-flow frequencies were presented
in sections 8.2 and 8.5.2, a minimum debris-flow frequency of 1.5 yr", and a best guess of 2-3 yr
over the period of June-1991 until June 1995. Here a value of 2.5 yr™ is assumed.

Some remarks can be made on the seasonal aspects of debris-flow occurrence in the Bachelard valley.
Tt appears that debris flows are quite frequent in the months June-September. In October debris flows
are probably not unusual. In April and May, roughly the snowmelt period, only few debris flows seem
to oceur, just as in November. Debris flows are unlikely in winter (December-March) when large parts
of the area are covered with snow and most precipitation is snow.

j:lﬁﬁ

10.3.2 Spatial aspects

Figures 10.2d, e and h show that debris-flow activity often shows a clustered pattern. Such a clustered
pattern seems to be indicative of debris-flow triggering by local rainstorms. High-intensity rainstorms
and thunderstorms are often very local phenomena, with the diameter of the high-intensity rainfall
cell in the order of several hundreds of metres, as can be seen in figure 10.5. The widespread patterns
mapped for 26 June 1994 and in the autumn 1994 could be the result of widespread, long-duration
rainfall, but it seems more likely that a larger number of local high-intensity raincells have passed
through the study area, which has resulted in a coagulation of debris-flow clusters into an apparently
non-clustered pattern. Rapp and Nyberg (1981) and Rapp and Strémquist (1976) also recognized that
debris-flow distribution patterns reflected meteorological conditions.
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Figure 10.5 Local, high-intensity rainfall cell in a rainstorm. The arrows indicate the borders of the high-

intensity rainfall cell (severalhundreds of metres diameter).

e Debris-flow frequency (number per year)
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b Debris-flow activity in the Bachelard Valley between July 1992 and October 1994.

Figure 10.6 shows the spatial variation 01 dCULIS=IM AR ERE Ty B0 By o e = 7 o e e
late July 1992 until mid-October 1994. The frequency is above average in the Bayasse area, the
Moutiére valley and the tributary valleys south of the Bachelard. No relation was found between the
ation of the debris-flow trigger zones, although at first sight figure 10.6
1. The frequency does show a significant (p = 0.05), positive relation
density in the study area (see figs. 10.7a, b):

debris-flow frequency and elev
seems to suggest such a relatio
with the debris-flow trigger-zone

Nd/sa :
Sy = 0265+00449— = 10.2
or
Nd
_ 10 dfsa
Jup = 0.734 + 0.281 log( A) 10.3

where: 4 = surface area of the region (in km?); Ay = total surface area of debris-flow trigger zones in the region (in km?);
Nya!A (in ki) and Ay, /4 (km?/km?) are measures ?f debris:-ﬂow trigger-zone density. These relations explain
respectively 32% and 38% of the variation i debrls-ﬂov.v frequency between the regions by their
difference in debris-flow trigger-zone density. In T.hese rglatxons, only the regions with at least 10 debris-
flow trigger zones were used. 'The results for regions with less debris-flow trigger zones were thought
to be less reliable, as the influence of one debris flow more or less on thg frequency is relatively large.
still, figures 10.7a and b show that this approach was t0o conservative, as only two regions form
outliers. In both figures the west slope of the Téte‘du Clot des I?agt‘res has a much higher frequency
than any of the other regions. This supports the choice fora st}bdlv1§19n ofthe upper Bachelard valley.
In figure 10.7b, the Grand Talon valley isthe only‘other outlier. Thls is not surprising, as there is only
asingle debris-flow trigger Zone in this region, which was formed in the autumn 0f 1994 when a small,

surficial slide transformed into 2 debris flow (fig. 10.8).
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Number of debris-flow trigger zones per km? Relative debris-flow trigger zone area (km#km?)

cen debris-flow activity and debris-flow trigger-zone density. Trigger-zone
sed as: (a) number of deb{is-ﬂow Kigger zones per km?; (b) fraction of the total
surface area occupied by debris-flow trigger zones in km?/km?. Average debris-flow activity
indicates the average number of debris flows per trigger zone per year. Crosses represent regions
with 9 or less debris-flow trigger Zones, dots regions with at least 10 trigger zones. Ag =
Agneliers (8 debris-flow trigger zones), Ar = Arces (6), Ba=Bayasse (11), Br= Braissette (4),
BVI, BVm,BVu= lower, middle and upper Bachelard Yalley (4, 45, 11), GC = Grande Cayolle
(39), GT = Grand Talon (1), J = Julien (10), M = Moutiére (25), Pa = Paluel (10), PC = Petite
Cayolle (20),Po= Pousterle (22), PT =Petit Talon (12), R =Restefond (1 0), San=Sanguiniére
(21),Sau= Saume(14), TCP =Téte du Clot des Pastres slope ). .

Figure 10.7 Relation betw
density expres

177



gure 10.8

ie relation
s hard to
sdevelop
lenalarg
bris-flow
erelation
‘ween fre
quencya
and Cayo

Small debris flow originating from the transformation of a small, surficial landslide in the Grand
Talon Valley (autumn 1994).

between the debris-flow frequency and debris-flow trigger-zone density is no surprise, but
say which of the two is the cause and which is the effect. In areas which are sensitive to
nent of debris flows, debris-flow trigger zones will develop easily. This also implies that
part of a certain area is occupied by debris-flow trigger zones, that area must have ahigh
frequency.

between debris-flow frequency and debris-flow trigger-zone density suggests a relation
uency and lithology. Yet only a weak relation was found. Regions with a high debris-flow
e mostly situated in flysch deposits (Telliére, Arces, Petit Talon, Grand Talon, Pousterle,
le, Petite Cayolle; see fig. 3.3) or rapidly alternating rocks with dense faulting (northern

t of Moutiére, Bayasse), but regions with relatively low debris-flow frequency can also be found

Tysch deg
idly alten
ser Bachg
thern part
ions with
he upper
estones (

osits (Agneliers, Paluel, southern parts of the middle and lower Bachelard valley) and
aating rocks (Julien, eastern part of the middle Bachelard valley, northwestern part of the
ard valley). Other regions with high debris-flow frequency are Restefond (schists), the
of Moutiére (schists and sandstones) and Saume (mainly flysch and conglomerates). Other
ow frequency are found in sandstones (Braissette, Sanguiniére, southern and eastern parts
achelard valley), in marls (northern partofthe lower Bachelard valley) and in flysch and
ortheastern part of the middle Bachelard valley).

Table 10.3 Comparison of debris flow frequencies obtained from field visits with frequencies obtained from
dendrogeomorphology and lichenometry.

Location Ny, Field visits (this study) Dendrogeomorphology and lichenometry
Period At* Ny fys°  Period A Ng® fyra®  Tyslfia
This study
TCP-NI 1 06/91-05/95 4 5 1.3 1940-1994 55 34 0618 2.0
TdP I 07/92-05/95 2.8 2 0.7 1927-1994 68 24 0353 2.0
TGE 1 07/92-10/94 2.2 .5 07 1940-1994 55 18 0327 21
TGW I 07/92-10/94 22 05 0.2 1940-1994 55 8 0145 1.6
TGE+TGW 2 07/92-10/94 22 2 0.9 1940-1994 55 26 0473 19

De Redelijkheid (1988)°
07/91-05/95 3.9 32 0.9 1889-1986 88 29 0.037 25

Téte du Clot des Pastres

9
TCP-N2 1 07/91-05/95 39 2 0.5 1930-1986 57 2 0.035 15
TCP-N1 I 06/91-05/95 4 5 1.3 1911-1986 76 5 0.066 19
TCP 1 06/91-05/95 4 10 2.5 1909 - 1986 78 5 0.064 39
TCP-S1 1 07/91-05/95 39 7 1.8 1970-1986 17 1 0.059 30
TCP-82 1 07/91-05/95 3.9 1 0.3 - 1986 0
TCP-83 1 07/91-05/95 39 4 1 1970- 1986 17 2 0118 8.7
TCP-S4 1 07/91-05/95 39 35 09 1889-1986 88 4 0.045 20 .
Vallon de la Moutiére 12 07/92-10/94 22 17 0.6 1811-1986 176 102 0.048 13
GAW 1 07/92-1094 22 15 07 1931-1986 56 23 041 1.6
GAC I 07/92-10/94 22 25 1.1 1949 - 1986 38 7 018 6.0
CTS 1 07/92-10/94 22 1 0.4 - 1986 1
CGAT I 07/92-10/94 22 35 16 1865-1986 122 34 028 5.6
CTC 1 07/92-10/94 22 0 0 1918-1986 69 1 0014 0
CTE 1 07/92-10/94 22 05 02 1901-1986 86 5 0058 338
CE 1 07/92-10/94 22 1 0.4 1876-1986 111 16 0.144 3.1
TW 1 0792-10/94 22 0 0 1916-1986 71 4 005 0
TE 1 07/92-10/94 22 ¢ 0 1897-1986 90 3 0033 0
CB 1 07/92-10/94 22 3 1.3 1811-1986 176 18 0.102 13

* Time in years.

® Number of debris flows. ‘Probable’ debris flows are counted for 50%.

© Frequency in debris flows per year per debris flow source area.

¢ Preliminary results were presented by Overbeek and Wiersma (1996).

¢ De Redelijkheid’s (1988) tree-ring dates, Xanthoria elegans dates and uncorrected Rhizocarpon geographicum s.l.
dates. Where tree-ring dates were used, each date was considered to be caused by a debris flow. Undated debris-
flow deposits were assumed to be younger than the oldest dated deposit.

10.4 Comparison of debris-flow frequencies from regular surveys and from deposit dating

Itis interesting to compare the debris-flow frequencies obtained from regular field visits between 1991
and June 1995 for the TCP site (see section 8.2) with frequencies obtained from dendrochronology and
lichenometry (chapter 9). It appears that the ‘traditional’ methods of estimating debris-flow occurrence
and frequency, dendrochronology and lichenometry, greatly underestimate the debris-flow frequency
(table 10.3). For the TCP site, the traditional methods have yielded a debris-flow frequencyf,,=0.49
debris flows per year over a 55 year period, whereas the field visits have provided a minimum
frequency £, = 1.5 yr' and a best-guess frequency of furm= 2.5 (2-3) yr''. The traditional methods
thus appear to underestimate debris-flow frequency by a factor 5 ! For the other four debris-flow
trigger zones for which debris-flow frequencies were obtained with the deposit dating techniques (figs.
9.1 and 10.9), similar comparisons can be made (table 10.3). Once again it is clear that debris-flow
dating by dendrogeomorphology and lichenometry leads to an underestimation of the frequency of
debris flows.

179



i Forest, sh

]

il Lake

B Debris-lo riggor zone

I Systems

— Contour i

- Watershed

= Main road

#v Other road

‘- Footpath of track

L\ Summit
( Pass
v Buikiing

‘ Chapel

distan

0 3

>

jth dated deposits

{50 m interval)

B (km)
9 12 18

sure 10.9

orderton

Location of d_eb'ris-ﬂow systems for which data are available on debris-flow occurrence from
regular field visits as well as from dendrogeomorphology and lichenometry.
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th dendrggeomorphology and lichenometry, some assumptions had to be made. As mentioned in
stion 9.22, De Redelijkheid (1988) had used a questionable procedure in order to obtain a
izocarpap geographicums.l. growth curve for the Bachelard Valley, resulting in an overestimation
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d Porter (1983) Rhizocarpon geographicums.\. growth curve were assumed to be correct.
the frequencies obtained in this way with those from field visits in this study shows
en larger differences between the two methods; for TCP and TCP-NI1 the difference is in
20-30 ! The large difference between the results of the deposit dating methods from this
hose of De Redelijkheid can probably be attributed to the more ‘in-detail® survey carried
tudy (see also Overbeek and Wiersma 1996), where research was concentrated on only
Hlow systems. Due to the sporadic occurrence of debris flows in some debris-flow systems
¢re Valley and the short time span of the regular surveys, the ratio f4 /.4 shows large
. The debris-flow return periods in the Bachelard Valley mentioned by‘\/ari'Asch and Van
) and Van Steijn et al. (1988b) of 10-40 years for debris-flow systems with an average ac-
5 years for the most active systems also underestimate the actual activity by a factor 5-10.

xplanation for the discrepancy between debris-flow frequencies obtained from dating of
deposits using dendrochronology and lichenometry on the one hand and debris-flow
obtained from regular field surveys on the other hand has been briefly mentioned in section
essive debris flows may follow the same track, reworking or burying previously deposited
us the evidence of preceding debris flows is either destroyed or buried and cannot be dated,
Iso noted by Van Steijn (1996). In period June 1991 - June 1995, debris flows at TCP have
the same track until finally the lower part of the track shifted north on 26 June 1994. In

the autumn of 1Y¥Y4 the irack sniiied souti agalil. e ROUCLJRAGIC {1700 11ds sUgghs At Wik sl
mechanism and Krzemien (1988) has similar observations of successive debris flows following the
same tracks in the Polish Tatra Mountains. Two possible explanations can be given for the shift of
the debris-flow track:
- If a low-magnitude debris flow comes to a stop in the track channel, a subsequent debris flow
will encounter this obstruction and may be forced to change its course. At TCP, this seems to
have occurred in the period between late June and mid October 1994.
- If a high-magnitude debris flow exceeds the capacity of the channel, the flow overtops the
channel sides and the track can change its course. This was the 26 June 1994 situation at TCP.
Of course, when a debris flow chooses another track, this may well be an even older track which is
reactivated and again the evidence of older deposits may be erased. These processes will lead to an
underestimation of the actual debris-flow frequency by lichenometry. Bearing inmind that lichenometry
only provides a minimum age for a deposit, the actual difference may be even larger.
In contrast to the preceding, a single debris flow may also produce more than one deposit (see fig.
10.4). This occurred on 26 June 1994 atthe TCP site. Although such asingle-rainstorm multiple-deposit
debris flow is not very common, its deposits have a higher probability of (partly) surviving without
subsequent reworking or burial than the deposits of a single-rainstorm single-deposit debris flow.
In dendrochronologically and lichenometrically dated deposits, single-rainstorm multiple-deposits
will show up as two (or more) separate, apparently independent deposits occurring in about the same
years. This results in a tendency to overestimate debris-flow frequency compared to a situation without
single-rainstorm multiple-deposits.
Table 10.3 also shows that debris-flow frequencies obtained from regular field visits are generally
higher on the western slope of the Téte du Clot des Pastres compared to the Vallon de la Moutiére.
This clearly shows that the possibility of identification of a debris-flow event increases with the
intensity of field visits: the Téte du Clot des Pastres west slope was visited regularly in each field
campaign. Within the debris-flow systems of the Téte du Clot des Pastres west slope, the most visited
site, TCP, once more has the highest number of identified debris flows. This show that debris-flow
frequencies obtained from field visits are minimum values, so again the difference with the ‘traditional’
dating methods is probably larger. Due to the short period covered by the regular, systematic field
surveys, it remains impossible to say whether or not 1994 has been an extreme year with regard to
debris-flow occurrence. For the same reason, possible patterns of long-term variation in debris-flow
activity cannot be detected. Such long-term variation was detected by De Redelijkheid (1988), Kotarba
(1989, 1992, 1997), Rapp and Nyberg (1988), Strunk (1988, 1989, 1991) and Van Steijn (1991) with
the use of lichenometrical and dendrogeomorphological methods.

10.5 Conclusions

At Jeast 291 debris flows have occurred in the Bachelard Valley in the period end July 1992 until
mid-October 1994. Most of the debris flows seem to occur in the months June-September, and QOctober
also seems to be a period of debris-flow occurrence. Only few debris flows seem to occur in April
and May, the snowmelt period, and inNovember and hardly any debris flows occur in the winter months
December-March, when the study area is covered with snow and most precipitation falls in the form
of snow. The short period of regular, systematic surveys made the recognition of a possible pattern
of long-term variation in debris-flow frequency impossible. For the same reason, it remains impossible
to say whether or not 1994 has been an extreme year with regard to debris-flow occurrence.
Spatial debris-flow occurrence patterns can give an indication of the type of rainstorms responsible
for the triggering of the debris flow. Strongly clustered patterns indicate that local rainstorms were
involved. A pattern showing evenly spread debris flows is more difficult to interpret. It can indicate
both the occurrence of widespread rainfall or the occurrence of several focal rainstorms.
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11e most active parts of the Bachelard Valley with regard to debris flows are the areas to the south

achelard as well as the Moutigre Valley and the Bayasse area. Absolute values of debris-flow

frequancy, expressed as the average number of debris flows per trigger zone per year for a region

rangeffrom 0.050 yr”! for the Braissette Valley to 0.956

yr! for the west slope of the Téte du Clot des
east 1.50 yr!, but 2.50 yr' seems to be a more

¢ value. About one third of the variation in debris-flow freq uency within the Bachelard Valley

can bgaccounted for by differences in debris-flow trigger-zone density of the regions. Even when

field

-+ the track channel or by exceedance of the channel capacity by a high-magnitude debris flow. Debris-

flow dgposit dates should therefore be interpreted with considerable care: the obtained dates often
stand for debris-flow track avulsion rather than debris-flow occurrence. Therefore, debris-flow

frequencies calculated from dendrogeomorphological and lichenometrical dates should be regarded
© as minimum values, and actual values can be an order

of magnitude higher.

11 SUMMARY AND MAIN CONCLUSIONS

In this thesis temporal aspects and some spatial aspects concerning debris-flow occurrence have been
investigated using different approaches: a physical, an empirical, a historical and a spatio-temporal
approach. Many practical limitations have been encountered during the field investigations, most of
which are strongly related to the nature of the terrain where most debris flows are triggered. Still, the
study has provided new results regarding the conditions triggering debris flows.

11.1 Methodological considerations and the physical approach

The specific nature of the high-mountain environment of the Bachelard Valley with its steep slopes,
high process activity, together with the remoteness of most debris-flow trigger zones, has a large
influence on the methods that can be applied to obtain data. In addition, there are limitations imposed
by transport of equipment and samples by car and by foot, Therefore it appears that simple equipment
and simple field methods offer the best way to gather data under these circumstances. Yet such simple
methods cannot be expected to deliver all necessary data,

Therainfall simulator experiments in chapter 6 area good example of sucha simple field method where
other methods are difficult or impossible. First consider the constraints: steep slopes, rough surfaces
with stones, limited availability of water within a reasonable distance of the test sites and a limited
transportation capacity because all materials have to be transported by foot on steep slopes. Most other
methods to measure infiltration characteristics are impossible to use under these circumstances or
at least impractical. For instance, infiltrometers cannot be used on steep slopes and on rough surfaces.
Taking (some) samples to the laboratory for testing might have been an option, but it is very hard to
obtain undisturbed samples of the stony soils and keep them undisturbed during transport. The rainfall
simulator on the other hand can be set up easily even on very steep slopes of 50-60° with rough surfaces
without disturbing the soil surface, On the other hand, the small size of the rainfall simulator has some
serious drawbacks, because boundary effects during the simulations are important. This resulted in
an overestimation of both the infiltration parameters K and Sby a factor 2-3. Although a larger simulator
would suffer less from these boundary effects, the larger weight and water demand would make its
transportation much less practical on the steep slopes. Thus ithad to be taken for granted that the only
practical method to measure the infiltration characteristics in the field suffered strongly from boundary
effects.

Another example is the field method devised to measure the static and kinetic internal-friction angles
of the cohesionless coarse debris that is present in most debris-flow trigger zones. It is both simple
to carry out in the field and very little equipment is needed. However, during field experiments it
appeared that the method was only feasible forthe determination of the kinetic internal-friction angle,
whereas the static internal-friction angle is the variable used in the physical models of debris-flow
triggering. A subsequent literature study did not lead to a distinct, practical relation between these
internal-friction angles. The results obtained for average kinetic internal-friction angles showed values
ranging from 36-39°, with a strong dependence on stone size sorting and on stone shape.

A major problem proved to be the nature of the runoff within debris-flow trigger zones during high-
intensity rainstorms. This runoff was found to contain high amounts of fine-grained sediment.
Sometimes the amount was high enough to call it a micro-scale debris flow. The flow characteristics
of such a runoff fluid are quite different from that of pure water, especially as a result of its higher
density and much higher viscosity. As this runoffis able to transport small stones on the very steep
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slapes, it cannot be predicted what exactly will happen when it meets an accumulation of coarse debris
somewhere downslope in a channel. It has been shown that two extremes may occur for different grain-
size compositions of the material transported by the runoff (assuming all other factors to be constant
and the same for both extremes), resulting in strongly different safety factors from the infinite slope
madel. The runoff may behave as a fluid flowing through the coarse debris which can lead to complete
saturation of the coarse debris mass, which yields asafety factor #=0.94. Onthe other hand a complete
blacking of the pores of the coarse debris mass by the stones in the runoff may occur, in which case
the runoff behaves as a fluid flowing over the coarse debris. This yields F'=3.3, which is far from
the point of failure. However, all other factors in the triggering models also showed variation, so the
ungertainty is even worse. Using Takahashi’s (1978, 1980) debris-flow triggering model, input data
distributions obtained from measurements, and assuming a fully-saturated debris mass (the first extreme
described above), the 95% probability range for the safety factor was found to be 0.42-0.94 from a
Mante-Carlo type simulation. Yet another source of uncertainty results from the infiltration
chﬂracteristics and the amount of water available for surface runoff during high-intensity rainstorms.

1132 Debris-flow occurrence: the empirical approach

In Yiew of both the limitations of data collection and the large variation and uncertainties of the. input
(mginly due to the complex nature of the runoff), it was concluded that a continuation of a physical
approach of debris-flow triggering would be rather senseless. On the other hand, there were enough
datg to attempt an empirical approach. This consisted of quantifying the influence of several
mefeorological and hydrological factors on debris-flow tri ggeringusing logistic regression techniques
ed onrecorded debris flows and using rainfall and runoff measurements forarepresentative debris-
trigger zone, TCP. From these, the most important factors for debris-flow triggering on short
time scales could be identified. In this analysis, the assumption was made that debris flows are triggered
by rainfall only through the generation of runoff, and therefore runoff should be expected to be a better

Based on rainfall and runoff measurements which were made every minute, several meteorological
and) hydrological parameters were calculated. The meteorological variables were the rainstorm
imum rainfall intensities over time intervals of 1 minute to 1 day, total rainstorm precipitation,
total daily precipitation, rainstorm duration and several antecedent precipitation indices. From these,
the tainfall intensities over short time intervals (2-15 minutes) appeared to be the most important factors
i-ning debris-flow triggering. Unexpectedly, antecedent precipitation appeared to have only
littlg influ-ence on debris-flow triggering. The most likely explanation for this are two counteracting
effel ts due to antecedent rainfall. On the one hand, with higher antecedent precipitation, the water
content of the soil will be higher. This leads to a quicker and more intense generation of runoff when
raingall occurs, which rises the probability of debris-flow triggering. On the other hand, the wetting
of the soil surface by antecedent rainfall more or less ‘glues’ loose particles to the surface, making
theiimobilization more difficult. Thus any runoffthat is generated will contain less sediment and have
lowgr density and viscosity, which decreases the probability of debris-flow triggering. Daily rainfall
salso proved to be of little use in the explanation of debris-flow occurrence, This severely restricts
se of -easily obtainable- daily rainfall records in investigations of debris-flow occurrence and
er processes which depend on short-duration high-intensity rainfall. For debris flows depending
on short-duration high-intensity rainfall, probably mainly those which have relatively small trigger
zongs of several hectares or less, such daily rainfall records are useless. For larger debris-flow trigger
zones, they may be of more use, as indicated by Rebetez et al. (1997) who have found that extremes

of tofal 3-day rainfall explained debris-flow occurrence in the 1.4 km? Ritigraben catchment in southern
Switzerland.
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These conclusions were clearly supported by the events during the generally wet period of May ay
June 1992. During most of this 8 week period, long-duration low-to-mid-intensity rainfall occurre
Soil conditions in the TCP debris-flow trigger zone were found to be near saturation most of the tip
and low-to-mid-discharge runoff, probably generated as saturation overland flow, often took plac
Yet during this period only a few small debris ﬂow§ were triggered (fig, 10.2¢). The results of th
study also support the threshold curve defined t3y Caine ( 1980) for the occurrence of debris flows ar
shallow landslides. This was somewhat surprising, as this curve is largely based on estimated rainf;
intensities for many differentregions and climates. On the ot_her hand, Innes’ (1983a) curve for debri
flow triggering is inapplicable to the Bachelard Valley. Caine’s (1980) thresholq 10-minute rainf;
intensity for triggering debris flows is about ;‘30 mm/hr. .

During rainfall simulations, micro-scale debris ﬂOVYS or debris slides were
which a threshold curve could also be constructed in terms of minimum g
rainfall intensity. The minimum rainfall intensity during 2-3 minutes in the
to be 60-70 mm/hr on steep slopes. However, due to splash losses during th
corrected minimum rainfall intensity was much lower, probably 40-50 m
well with Caine’s (1980) curve. The occurrence of these micro-scale debri
an important link between rainfall and debris-flow triggering by deliverin
to the overland flow.

sometimes triggered, £
lope angle and minimu
Se experiments was fouy
ese simulations, the actus
m/hr, which also compar:
s flows and slides may fon
g high amounts of sedime

As mentioned, meteorological factors influence debrisjﬂow‘ triggering through runoff, In order 1
quantify the relations between runoff and debris-flow triggering, two runoff models were applied {
a key area of the TCP site. A simple tank model, TANK_FLOW, treats the whole catchment as on
(lumped variant) or two (rill-interrill variant) stores, from vsllhxch runoff is generated whenever th
infiltration capacity of the catchment is excegded‘ by the ra'\mf_all intensity. Infiltration is based d
Philip’s (1957) equation, and runoff intensity in this model is directly proportional to the amount ¢
water stored at the surface. DINOFLOW is more complex. It is a distributed model based on physict
principles. It incorporates an infiltration module bgsed on Phillip (1957), effects of sediment on t§
density and viscosity of the runoff fluid, concentration of: interrill flow along preferential paths, floy
routing and both laminar and turbulent flow velocity equations. DINOFLOW contains more parametet
and variables to describe the discharge than TANKFLOW. i
The infiltration parameters, steady-state infiltration capacity K and sorptivity , used to describe th
Philip (1957) infiltration, were obtained from rainfall simulations. It hag already been mentioned ths
the results obtained from this method overestimated the actual values of the infiltration parameters
so correction factors for K and S were introduced in the models. Average measured values for TCj
were K = 53 mm/hr and S = 0.14-0.20 cm/Vmin from the inﬁltration-envelope’ method ani
K=43 mm/hr and $§=0.16-0.18 cm/Vmin from the ‘constant-runoff’ method. During model calibratiof
the runoff models showed the overestimation of both parameters to be a factor 2-3. It also appeare|
that both runoff models are most sensitive to K, S and their correction factors, Rainfall is also a sensitivi
factor in the models, but the uncertainty in the values of measured rainfa]] is much less than th!
uncertainty in K and § values. The lack of reliable discharge measurements, caused by the blockin)
of the discharge flume particularly athigh discharges, resulted in calibrated models which have a larg]
uncertainty in modelled discharges. To account for the variation in input data during simulation rung
Monte Carlo simulations were performed for both TANKFLOW and DINOFLOW . For each simulatiori
and in the case of DINOFLOW for each grideell of each simulation, the input values of steady-statl
infiltration capacity X, sorptivity S, field water content 6, porosity 8, and regolith depth Z,, Were drawt
randomly from known distributions. )
Due to the uncertainties in model calibration, the variation in input values and the fact that the runof
was modelled for a key area instead of the whole catchment, the calculated discharges from bott
TANKFLOW and DINOFLOW do not correlate better with debris-flow triggering than simple meteo
rological parameters. DINOFLOW peak discharge always correlates worse with debri s-flow occurrence
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than the maximum 10-minute rainfall intensity. At best, TANKFLOW peak discharge correlates slightly
better with debris-flow occurrence than the maximum 10-minute rainfall intensity of the rainstorm.
However, this takes place at the cost of a much higher number of input and calibration parameters,
for example the antecedent precipitation index actually uses 2 input parameters and DINOFLOW peak
discharge needs 13 input and calibration parameters for its calculation. Taking account of the amount
of visible and hidden parameters by applying Akaike's (1973) Information Criterion AIC, the simple
meteorological models appear to be more efficient in explaining debris-flow occurrence. The most
efficient models were 2 two-parameter models with rainstorm maximum 5-minute rainfall intensity
and either total rainstorm precipitation or antecedent precipitation, using log-transformed data.

113 Debris-flow frequency

Debris-flow frequency was obtained in three ways: from ‘observed® debris-flow events, from debris-
flow frequency modelling and from dated debris-flow deposits. The first two methods were based
on debris-flow events during the period of investigations only: June 1991 until June 1995. The last
method provided data on debris-flow frequency over a longer period, roughly the past 50-60 years,
The second method was carried out for the TCP debris-flow system only. Observations were made
for all debris-flow systems in the Bachelard Valley, although not always as frequently and for as long
a period as for TCP. It was assumed that the results from these observations represented the ‘true’
activity of the debris-flow systems. Deposit dating was performed for 5 debris-flow systems.
From “direct’ observations, including comparison of photos from successive years and video camera
recordings, at least 6 debris flows could be identified at the TCP site, but 8-12 seems a more likely
number. This yields an average frequency of (at least 1.5) 2-3 debris flows peryear. Based on 10-minute
rainfall intensities, debris-flow frequency was also modelled. A Gumbel type I curve was fitted to
the distribution of 10-minute rainfall intensities over the period of rainfall measurements, 4 consecutive
summers in the years 1991-1994. From this, the frequency of extreme 10-minute rainfall intensities
could be obtained. Combination of this distribution with either Caine’s (1980) threshold curve for
debris-flow occurrence or with the debris-flow probability curve obtained from logistic regression
analysis yielded estimates of debris-flow frequency which were generally a factor 1%4-2% too high.
Accounting for the uncertainties in the rainfall intensity distribution curve and the debris-flow
probability curve, it appeared that the observed frequency lies within the 95% confidence limits of
the modelled frequency for the combination with the debris-flow probability curve, but outside the
95% confidence limits for the combination with Caine’s (1980) threshold curve. Thus it can be stated
that only for this last case the modelled frequency differs significantly from the observation frequency
in a statistical sense. The combination of the rainfall distribution and debris-flow probability curves
also shows that the highest amount of debris flows can be expected from 10-minute rainfall intensities
around 40 mm/hr.
In contrast to the modelled debris-flow frequency, dating of debris-flow deposits with
dendrogeomorphology and lichenometry produced debris-flow frequency estimates which were lower
than the observed frequencies. For five debris-flow systems, frequency estimates from dated deposits
in this study ranged from 0.15 to 0.49 debris flows per year in the period 1940-1994, at least twice
as low as their observed frequencies. De Redelijkheid’s (1988) debris-flow deposits dates showed
an even stronger underestimation of the actual debris-flow frequency: on average a factor 10 (1.5-3 0).
The underestimation is caused by three factors. First, when lichenometry is used, individual deposits
have to be separated based on field characteristics such as morphology, grain size, vegetation cover
and lichen cover. When 2 or more adjacent deposits have occurred within a few years and cannot be
separated visually, they will be identified as a single deposit. The probability of such errors increases
with deposit age, as morphological features will slowly fade and vegetation cover and lichen cover
will become more and more the same. Second, smaller deposits have more chance of being completely
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buried than larger deposits and they have less chance of afft_acting trees. Th}ls (}16%0'51;] dating is \:;12};]
towards dating deposits formed by high-magnitude events. Finally, consecutive del ni ows T?f od
the same track. While that track is active, mat.enal from levees and lobesk carl1 e lrec;rlx rtme :
successive debris flows. This ends when a debris ﬂow c:hooses another tralc an kolnt}./ e traces
the last debris flow that has passed the track remain. This leads to the conclusion tha 1fndm§r}y fc]a
debris-flow deposit dating using lichenometry does not show the actt{al occurrence 0 be dr(;s ¢
in the past, but only debris-flow track avulsion. On the other hand,. multiple c‘ieposxts;1 m;ylde e pos:
by a single debris-flow event: two levees and one or more terminal t_ieposn's. In t_”e 1eb i,1 ese
notalways be identified as matching deposits and also the lichenometrical dating will probably prov
i ch of those deposits. )
I(lllgf:: z?tﬂ?: t‘leastggrd:)ris-ﬂow deposglts dated from the‘period 1‘940~ 1 975'. More recent depo;xjcs co
not be dated with lichenometry as a result of the colonization time of Rhtzocarponhgeiograi uztc:r]yz
lichens. Only a few of the more recent ones could be dated by fiendrogeodm;rp o otgy%these‘;
number remained undated. Relative dating of the undated deposits re:,veale :j at mf:sfo nese v
recent, being formed after 1970-1975. This also Igads to the cpnclu;lon thgt bepofs_ll s orr;\temS
1940 must nearly all be buried by younger ones in the five 1f1vest|gated i ris- (;w tSh); BaCh;B
lichenometrical dates were based on the Rhizocarpon geographzcwfq s groY\rzT ! curv:{t Ercuwe ache
Valley which was constructed with the aid of fengrogelom::;;}:gl\ztg;lcg ga:?};q i]nlstﬁ;oﬁrst ol ‘.
er colonization period (16-17 years) and a slow
20511:)?1?zation) than Oro?nbelli and Porter’s (1983) .gr‘ow'th curve from thet .ncf.arby Aosta Valley.
deposit dates did not reveal any conspicuous cyclicity in debris-flow activity.

whole Bachelard Valley indicated that debris 1
are a much more frequent phenomenon in the Bachelard Valley than.wdas pfret\)flolgsll())/ ;l;:;gggé
ij i debris-flow return periods of abou R

Asch and Van Steijn (1991) mentioned average 5 1 At
i tive systems, which was the starting-poin  Ave

years for debris flows from the mostac ; et for his study. A

iods in thi b-regions of the Bachelard Valley rang
return periods in this study for different sub-reg Vel g e ol
i i i tern slope of the Téte du Clot des
for the series of debris-flow trigger zones on the wes : istrestoa
i Il Bachelard Valley average being some Ly
20 years for the Braissette Valley, the overa . ] § ng o -2V yer
i i i tigated site, TCP. Asapositivere !
is as low as V- year for the most intensively inves’ e o
isi is-flow system and the observed debris-flo q

between the frequency of field visits to a debris ) ; febris qut
i i horter. This undermines the initial assumptior
most of the return periods are likely to be even s Chi 5 mpion
i ‘true’ activity of the debris-flow systems. a

the results from these observations represented the true’ activ ebr _ Diffen
i i debris-flow activity, which seems to be hi
in lithology may also be responsible for differences in debr! O S o
i i inhi d rocks and in flysch deposits. Debris-{lo ‘
in debris-flow systems located in highly fracture csandin flys Debi wocout

i i 1 distribution of local, high-intensity rat
curred in a clustered pattern reflecting the spatia ' tens
(Iillitsgtz‘;bris flows occurred in summer and early autumn, hard'ly any weretri ggere(lilm winter or sg
Debris-flow trigger zones are mostly found above 2000 m in the Bachelard Valley.
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debris mass can be achieved through saturation of
that mass or by loading. The characteristics of the
runoff fluid and its effect on debris-flow triggering
proved to be impossible to forecast for given
rainfall data. More research on this topic seems
necessary. Also direct observations (laboratory,
field camera) of the characteristics of runoff as a
function of surface characteristics and rainfall
intensity may reveal more about the expected type
of runoff under different circumstances.

The empirical approach was successful. It clearly
showed that Hortonian overland flow generated
during short-duration high-intensity rainstorms is
responsible for debris-flow triggering in the
Bachelard Valley, thereby confirming the first part
of the working hypothesis formulated in chapter 1.
Antecedent rainfall only plays a minor role. A
comparison of the performance of the hydrological
models and the simple meteorological regression
models shows that much more work has to be done
concerning the hydrological behaviour of debris-
flow trigger zones. This applies to infiltration
characteristics as well as overland flow characteris-
tics. On the other hand, it may be just as useful or
more useful to improve rainfall measurements in
debris-flow prone areas: this can be used in a
simple but powerful model of debris-flow prediction
- and therefore seems to be more promising if an
early-warning system for debris-flow hazard has to be installed. In view of the clustered pattern of
debris-flow occurrence, rainfall measurements should be carried out as close as possible near the
trigger zones of interest.

By obtaifing several measures of debris-flow frequency, another research aim was met. All methods
revealed) that debris-flow frequency is higher than was believed until now. A comparison of the
observed debris-flow frequency with the results of the debris-flow deposit dating led to the conclusion
that the Iatter method only provides the dates of shifts in the location of debris-flow activity rather than
dates of il] debris-flow events. Long-term, regular, direct observations of debris-flow occurrence in
other argas are needed to fill in the lack of data on actual debris-flow frequency: no other work
concerning regular surveys of debris-flow occurrence in a larger area are known.

Another|part of the research goals, finding the most important morphological and hydrological
characterstics of debris-flow trigger zones with respect to debris-flow triggering and the prediction of
debris-flow frequency on the basis of these characteristics has only partly been fulfilied. Some data on
the location and activity of debris-flow trigger zones in terms of elevation and lithology have been
‘gat}.lere but the relation with other topographic and geologic characteristics remains an interesting
tsubject rstudy. Other topics on which future research might focus are the possible effects of climate
change on debris-flow activity and (yet more) debris-flow deposits dating, including the construction
of a reliable growth curve for Rhizocarpon in the Bachelard Valley. Such a study might clarify the
contradictory results between this study and De Redelijkheid (1988) where deposits dates and cyclic
variation$ in debris-flow activity are concerned.

Figure 1111 Revised debris-flow triggering hypo-
thesis.
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SAMENVATTING

STROMENDE STENEN.
Initiatie en herhalingsfrequentie van hellingpuinstromen in het Bachelarddal, zuidelijke

Franse Alpen.

1 Introductie

Puinstromen vormen een belangrijk proces van sedimenttransport in vele bergachtige gebieden over
de gehele wereld. De meeste puinstromen vinden min of meer onopgemerkt plaats in afgelegen
gebieden, waardoor de belangstelling voor puinstromen in het verleden erg beperkt was. Met de
toename van de economische druk in vele berggebieden neemt echter ook het risico van puinstromen
voor de mens sterk toe, met name in dichtbevolkte gebieden zoals Japan. Ook het effect dat een
verandering van het klimaat op het voorkomen van puinstromen zou kunnen hebben, leidt tot een
grotere belangstelling voor het fenomeen puinstroom.

Dit proefschrift beschrijft de resultaten van het project “De Temporele Analyse van Puinstromen in
een Alpien Milieu”, dat van 1991-1995 plaatsvond en voortbouwt op eerdere onderzoeken van de
vakgroep Fysische Geografie van de Universiteit Utrecht aan puinstromen in de zuidelijke Franse
Alpen. Uit eerdere onderzoeken was een kwalitatief model voor het optreden van puinstromen inhet
Bachelarddal afgeleid. Centraal in dit project stond de vraag of, en zo ja, hoe de temporele aspecten
van het optreden van puinstromen (initiatie en herhalingsfrequentie) konden worden gekwantificeerd
op basis van neerslagkarakteristicken en morfologische en hydrologische kenmerken. Belangrijke
onderzoeksdoelen hadden vooral betrekking op de puinstroominitiatie en de factoren die daarop van
invloed zijn, de rol van water (karakteristieken van de neerslag en van oppervlakkige afstroming)
en de herhalingsfrequentie van puinstromen (ruimtelijke en temporele variabiliteit van
puinstroomactiviteit; vergelijking tussen herhalingsfrequenties verkregen door modellering op grond
van neerslagkarakteristieken, door datering van oude puinstroomafzettingen en door kartering van
actuele puinstromen). Het project werd gefinancierd door de Europese Unie (het EPOCH
programma) en de Universiteit Utrecht.

2 Puinstromen: een literatuurstudie

Puinstromen zijn snelle massabewegingen, waarbij een mengsel van vaste delen, water en soms lucht
als één viskeuze massa beweegt. In een continuiim van droog naar nat bevinden puinstromen zich
tussen aan de ene kant droge vormen van massabeweging, waarbij water slechts als smeermidde]
dient, en aan de andere kant transport van sediment door stromend water. Typerend voor
puinstromen zijn de afzettingen in de vorm van oeverwallen en eindlobben.

Puinstromen kunnen op diverse manieren ontstaan, zoals uit afglijdingen. Veelal speelt water een
belangrijke rol bij de initiatie. Vooral regen en sneeuwsmelt zijn vaak genoemde oorzaken van
puinstroomaktiviteit. Drempelwaarden voor het optreden van puinstromen als functie van
neerslagtotalen en -intensiteiten zijn gegeven door Innes (1983a) en Caine (1980). Fysische modellen
voor puinstroominitiatie worden gegeven door Johnson (1965, 1970) voor de vorming van
puinstromen uit afglijdingen en door Takahashi (1978, 1980, 1981a, 1981b) voor spontane initiatie
van puinstromen. Postma (1988) geeft voor puinstromen in het Bachelarddal een aangepast model
voor puinstroominitiatie op basis van het model van Takahashi, waarbij een scheiding tussen grof
puin en de toevoer van water met fijn materiaal wordt gemaakt.

Bewegingsmodellen voor puinstromen zijn ruwweg in twee groepen te verdelen: modellen die
rekening houden met de interactie tussen individuele stenen en/of tussen stenen en vloeistof, en
modellen die dat niet doen. Onder de eerste groep vallen onder andere de bewegingsmodellen van
Takahashi en van Chen (1988a, 1988b), in de tweede groep vallen modellen op basis van Newton-
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viskeus gedrag en Bingham- of Coulomb-viskoplastisch gedrag (bijvoorbeeld het model vap
Jahnson). Zowel watergehalte als korrelgrootteverdeling hebben een sterke invioed op het
bewegingsgedrag van puinstromen.

Ofn de risico’s van puinstromen voor de mens te beperken zijn er zowel ‘harde’ als ‘zachte’
mgatregelen mogelijk. Harde maatregelen betreffen vooral de aanleg van constructies; zachte
mgatregelen berusten vooral op het vermijden van door puinstromen bedreigde plaatsen, veelal aan
dehand van risicokarteringen. Ook zijn maatregelen mogelijk die invloed hebben op de gevoeligheid

oor het ontstaan van puinstromen, zoals drainage, aangepast landgebruik of herbebossing.

gel puinstromen ontstaan tijdens hevige regen- en onweersbuien, waarbij de infiltratiecapaciteit
de bodem wordt overtroffen en Horton-type oppervlakkige afvoer optreedt. Green en Ampt
(1911), Horton (1933, 1939) en Philip (1957) geven funkties voor de infiltratiecapaciteit van de
bo em indien de watertoevoer de infiltratie niet beperkt. Deze funkties zijn monotoon dalend naar
eelt asymptotische eindwaarde, de ‘steady-state’ infiltratiecapaciteit. Wanneer de watertoevoer
aafvankelijk wel minder is dan de infiltratie, zal pas na enige tijd de infiltratiecapaciteit worden
overschreden. Het deel dat niet infiltreert zal op steile hellingen direct oppervlakkig afstromen.
T sen de ‘rills’ zal de stroming meestal laminair zijn, in ‘rills’ veelal turbulent. In beide gevallen
kan de snelheid van het afstromende water worden berekend. Het veelal hoge sedimentgehalte van
afgromend water op steile hellingen vormt een complicerende factor.
Pujnstromen kunnen op diverse manieren gedateerd worden. Een belangrijke methode om
pu stromen te dateren is dendrogeomorfologie, gebaseerd de groei van bomen en op veranderingen
patroon van de jaarringen van bomen, zoals plotselinge groeivermindering als gevolg van het deels

begraven raken van de boomstam, plotselinge verandering in de excentriciteit van de Jjaarringen als
geyolg van scheefstelling van de boom, of het plaatselijk ontbreken van jaarringen na een
ver

onding van de boom. Een andere belangrijke methode is lichenometrie, gebaseerd op de
regelmatige groei van sommige Korstmossoorten. Hierbij spelen vooral soorten van het genus
Rhizocarpon een belangrijke rol.

Het onderzoeksgebied: het Bachelarddal
dal van de Bachelard, een zijrivier van de Ubaye, ligt in de zuidelijke Franse Alpen op een
hoogte tussen 1100 en 3050 m. Een groot deel van het Bachelarddal ligt in een nationaal park, het
Parc du Mercantour. Geologisch wordt het gebied gekenmerkt door de aanwezigheid van zowel
autbchtone gesteenten als dekbladen. De belangrijkste gesteentesoorten zijn flysch, zandsteen (Gres
Annot), mergel (Terres Noires), kalksteen en schist. Morfologisch wordt het gebied sterk bepaald
glacialerelicten, steile rotskliffen, puinhellingen en massabewegingen. Hetklimaat is gematigd
iterraan-oceanisch met een neerslagmaximum in herfst. De jaarlijkse neerslag in Fours-St.-
ent (1660 m) bedraagt 977 mm. Met name in de zomer en de vroege herfst kunnen hevige buien
komen. De 0°C-isotherm ligt op een hoogte van ongeveer 2400-2500 m, en op deze hoogte komt
elijk sporadisch permafrost voor. De boomgrens ligt slechts weinig lager, op 2200-2400 m. De
4{ tatie bestaat voornamelijk uit alpenweiden en bossen, met name de boomsoorten Larix decidua
inus sylvestris komen veel voor. Het Bachelarddal is in de afgelopen eeuwen sterk ontvolkt, en
woordig leven er nog slechts enkele tientallen mensen stroomopwaarts van Uvernet-Fours.

ot Bachelarddal bevinden zich meer dan 300 puinstroomsystemen, waarvan de bronzones een
iddelde grootte hebben van 3 hectare. De bronzones komen vooral voor boven de 2000 m en hun
komen neemt toe met de hoogte. Op deze hoogten spelen periglaciale condities mogelijk een
angrijke rof bij de productie van grof puin. Bronzones blijken een voorkeur te hebben voor
aties met quaresistentie sterk afwisselende gesteentesoorten; bovendien blijkt dat veel bronzones
in clusters liggen. De meeste bronzones bevatten nauwelijks of geen vegetatie. Twee hoofdtypes

19

bronzones kunnen van elkaar worden onderscheiden: couloir-puinhel.ling.bronzor‘)e.s en kom- cc‘af
trechtervormige bronzones. In het eerste type brqnzone bestaat een duldell_!ke scheiding tl;xss.end e
delen die water leveren en de delen waar het puin ligt. Kom-en trechtell'vonn.l ge bronzopeg ;:lvm en
zich vooral op locaties met sterk wisselende gesteentgsqorten en op puinhellingen, en h;f_er is het lE)um
in gehele bronzone aanwezig; wel is er vaak een scheldmg tussen delen waar grof pughlgﬁ" vaak een
centrale afvoergeul, en delen waar fijn materiaz.il aanwezig is. _Dxt type bron_zone hee X T 1;1dgeln van
gemiddeld 38° en geulen van 30° of steiler. Puinstroomafzettingen komen in het Bachelardda lvoor
tussen 1700 en 2400 m, hebben een lengte van enkele honderden tot meer dan 1000 m en een volume

van 1-1000 m®).

oek heeft zich grotendeels geconcentreerd op de trechtervormige bronaone TC? (Téte du
gf(:togtgse{’zastres), welke ogp een hoogte van 1975-2150 m is gelegen op Fle westelijke hel:l;;xg3 ;zn ge
Téte du Clot des Pastres. De geulen in dit brongebied hebben hellingshoeken van 35- lk, de
zijwanden 45-50°. Boven 2060 m komt zandsteen (Gres d’Annot) aan hgt oppervla.k,l')»yecl e d.e
leverancier is van het grove puin in de brede, ondiepe centrale geul. Onderin het brongebie: 1 alks it
puinpakket 1 42 m dik. Tussen 2015 m en 2060 m liggen verweerde mer.gels aan het oppe'r\c/i y . ];n
onder 2015 m ligt een laag kalksteen welke verder naar ondgr toe verdwunt_ t'ander%c:,in lpdu:‘r; oe . de
mergels zijn sterk versneden door rills en gullies. Deze ogullles zijn zeer steil: gerg; e 1 bzgeki
zijwanden van de gullies hebben hellingen van zo’n 5‘0 . Het very«ermgsdek dat Z mﬁ:jge s pede
is zeer gevoelig voor erosie door Horton opperviakkige afstromxng welke optree ;tg lens hev %et
buien. Dit leidt tot een sterke insnijding van de rills‘ en d; gulhe§ in de zomer. Inn.e winter worlt
deze insnijding grotendeels tenietgedaan doordat‘sohﬂuctlematerxaal derills en gullies weer opvult.
In het brongebied TCP komt nauwelijks vegetatie voor.

nderzoeksmethoden ] ) N
4De te gebruikgn veldmethoden werden sterk bepaald dopr de praktische problemen ;he h;t mo::,hél;
toegankelijke terrein opwierp. Er is onder andere een nieuwe testmethode voor de eg)a ing Vedaan
hoek van inwendige wrijving van cohesieloos (grof) puin. Hiertoe v'verden m—51tuhmet ingen ‘%ri.wel
op plekken waar grof puin was geaccumuleerd en bovendien de he_llmgshoek ve}x}n detberrteu-; " {] vel
gelijk was aan de hoek van inwendige wrijving van he.t materla:cll. De methode esﬂ?ade it het
weggraven van puin totdat het erboven geleger} pa.kket in bewegu}g komt.. Deze_.rr}e oniet leck
voornamelijk praktisch voor bepaling van de kx.netlsche .hoek van mwepchge (\ih‘/rgvm.g.;in yoor
bepaling van de (in het puinstroominitiatie benodigde) st'fmsche hoek van 1p»;e1r<1k i ge'w;xé brogn.zoncs
de bepaling van de infiltratiekarakteristieken van Yerwermgsdekken in puinde e;] ;n ; browzones
van puinstromen is gebruik gemaakt van een kleine (24.5%x24.5 cm®) regensimul E or.b e vojo ;
porositeiten, veldvochtgehaltes, pF-karakteristieken, korrelgrootteverdelingen en diktes bepaa

deze verweringsdekken.

In het brongebied TCP is een afvoergoot geplaatst, waar afvoeren werden gemeten va'xé1 eg:afr?e:: |
lange, 10 m brede gully. Twee regenmeters registreerden de. neerslag en een v1btla amers
registreerde de gebeurtenissen tijdens hevige buien. De afvoermetingen bl_eken z(efr prot deemafvoer |
doordat de goot telkens verstopt raakte door de grote hoe?veelheden sec%lment dle'mi atvoer
werden meegevoerd. Ook zijn ten behoeve van de hydrologxgche modellering geodetische meting!

uitgevoerd, waarmee een DEM is gemaakt van het brongebied.

Van vijf puinstroomsystemen zijn de afzettingen ge‘dateerd met behulp van d'endrogeomorgzll]oggl; ;
en lichenometrie. Dendrogeomorfologische bepalingen betroffen de dater'llng vatl; won n ai :
gewonde bomen, de minimale leeftijd van afzettingen aan de hancli van de l-ecftud van om(eriln dirl’(t g
later op de afzettingen zijn gaan groeien, en dateringen van plotselinge groeiveranderingen (ring 3
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L cOClie puinstroomafzetting de grootste diameter gemeten van de 5 grootste
(kprstmoslichamen) van de soort Rhizocarpon geographicum. i

jaar, in de zomer en in de herfst, alle nieuw gevormde puinstroomafzettingen in het Bache]
gekarteerd.

5 Fysische kwantificatie van de condities die leiden tot het ontstaan van puinstromen
Hel puinstroominitiatiemode] van Takahashi ( 1978, 1980, 1981a, 1981b) bevat de volgende
varllabelen: cohesie, statische hoek van inwendige wrijving, de dichtheid en de conce
vaste delen, de dichtheid van de vloeistof in de porién en de hellingshoek. Enke
gekwantificeerd: de cohesie (= 0), de hellingshoek (30-35°; bepaald uit het DEM) en de dichtheid
(2200-2700 kg/m®) en concentratie van de vaste delen. Deze concentratie is gemiddeld 0.5 5, is niet
athdnkelijk van de gemiddelde steengrootte, maar wel van de zettingsgraad en de
korrelgrootteverdeling. De statische hoek van inwendige wrijving kon niet worden gemeten, maar
welllde kinetische hoek van inwendige wrijving: deze varieerde tussen 31°
bepdlingen. De gemiddelde Wwaarden per puinpakket (50 metingen per puinpakket; kalksteenpuin,
zandsteenpuin, flyschpuin en twee puinmengsels van meerdere gesteentesoorten) varieerden van

De djchtheid van de vioeistof in de porién is niet bepaald, deze is namelijk sterk athankelijk van het
sedipentgehalte. Ook neemt de viscositeit van de vioeistof sterk toe met een toename van het
sedimentgehalte en de korrelgrootteverdeling van het meegevoerde sediment speelt een belangrijke
rol bij het al dan niet door de porién stromen van de vloeistof, samen met de grootte van de porién.
Dit bgtekent dat niet van te voren te voorspellen is of de sedimentrijke vioeistof de porién van het
groveipuin wel of niet za) binnendringen. Dit heeft een sterke invioed op de mogelijkheid om het
groveipuin te mobiliseren en een puinstroom te initiéren: het eerste geval geeft voor een typische
situatfe van grof puin op een helling een veiligheidsfactor = 1.53, het tweede geval levert 7= 0.44
op. Bovendien resulteren het ontbreken van gegevens van enkele factoren in het mode! van

een puinstroom is dus niet mogelijk.

6 Regensimulaties in brongebieden van puinstromen

Regenintensiteit en opperviakkige afstroming lijken een sleutelrol te spelen in puinstroominitiatie,
. dus is Bet nodig om een vergelijking te maken tussen het voorkomen van puinstromen en regen- en

afvoergegevens. Om een empirisch verband tussen het optreden van puinstromen en afvoeren
" mogelijk te maken is het nodig om afvoeren te meten dan wel te berekenen. Voor de berekening van

afvoeren moet de infiltratiekarakteristiek van de bodem bekend zijn. Hiertoe zijn in totaal 351
) regensit:xulaties uitgevoerd op verweringsdekken in 6 puinstroom-bronzones, waaruit steady-state

infiltratiecapaciteiten X en sorptivities (= slurpfaktor S) uit de Philip-inﬁltratievergelijking zijn
- bepaald. 252 van deze regensimulaties zijn uitgevoerd in het brongebied TCP op zandig-siltig

verwerihgsdek in mergels. De brongebieden Pra Bouréou Noord (PBN) en Zuid (PBS) hebben
. vrijwel dezelfde lithologische opbouw als TCP, verderzijn regensimulaties uitgevoerd in Les Longs
“(LL; verweringsmateriaal van zandsteen, kalksteen en flysch), Bayasse-Bachelard (BB; siltig-kleiig
‘verweringsmateriaal) en Combal du Menon (CdM; ﬂysch-verweringsmateriaal) Tijdens de
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: ; ichti aar ook in laterale richting.
regensimulaties vindt infiltratie niet alleen plaats in vertlca_lf’i(”is;g‘r%; ‘:11 overschatien. g
Dit betekent dat alle berekende X en S-waarden de werkelijke

totdat het debiet
Tijdens Constante Afstromingsproeven (Constant Runoff'; CR) Wl‘?;de:'jd(::)rli):rlf)ggﬁir;aal verdeolde
van het afstromende water constant was, De 154 simulaties res;] ma/hr op hellingen van 27.54°.
K-waarden van 17-128 mm/uur bij regenintensitejten van .30'2 het verwpé ringsdek; ook blijkt er
Deze K-waarden worden deels bepaald door de samenste‘ﬂmg Yal{ten Hiervoor zijn :/erschillen do
een positief verband te bestaan met de gebruikte regenmte“?'te' op' het opperviak, een dikkere
mogelijke oorzaken aan te wijzen, zoals een dikkere water aiga ngen van het afstromende wator,
verzadigde laag in de bodem of verliezen door splash en bij hetop simulatie werd ook de sorptivity
TCP heeft een gemiddelde K-waarde van 43 mm/uur. Per feg"g‘g_o 38 em/min (gemiddeldevooy
berekend. Sorptivities zijn normaal verdeeld met waarden van . - ot ‘tivity wordt berekend voor een
TCP 0.18 em/Vmin). Twee andere methoden, waarbij éé}l f’aﬂke © enr%ngeveer dezelfde waarden, Er
hele dataset op basis van de Smith en Parlange vergelijking 86V
blijkt slechts een zwak verband te zijn tussen S en X

i van plasvorming aan
Bij 316 regensimulaties is gebruik gemaakt van de mettloée ?{“’;ﬁe;, ngent:::itkt:?'egenintensi ti iten
het oppervlak beschrijft als functie van de regenintensiteit, funktiés die de gegevens beschrijven
waren 28-291 mm/uur op hellingen 27-54°. Het berekenen van i in veel gevallen niet op een zinnige
volgens de vergelijkingen van Philip en Smith en Parlange ble?i beter door de gegevens, maar dezo
wijze mogelijk. Een negatieve exponentiéle functie paste we 23-96% van de variatie binnen
heeft geen duidelijke fysische basis. Deze functie verklaart aarden dan de CR-methode (voor
verschillende datasets, en levert voor gemiddeld 22% hoge‘l'e Ig-waal de K-waarden zijn ingevuld in
TCP: 56 mm/uur). De met de negatieve exponentiéle funkties tepberekenen. Hierbij valt op dat de
de Philip en Smith en Parlange vergelijkingen om sorptivities ile waarden uit de Constante
Philip vergelijking 20% lagere waarden oplevert. dan Parlange vergelijking, Ook in deze
Afstromingsproeven en 30% lagere waarden dan de Smith en loed te hebben op de infiltratic.
proeven blijkt de samenstelling van het verweringsdek inv
eigenschappen, evenals het initigle vochtgehalte van de bodem.

i iter ook een rol spelen
Tijdens de regensimulaties zijn diverse processen geobserveerg;;;;o‘r’:lnaée it drogingskorftaan
binnen de brongebieden van puinstromen, zoals spla.sh en h§t vteomen die soms opfreden tijdens
het opperviak. Een bijzonder proces zijn de mxcro—PumS ;)erge l,ijke micro-puinstromen traden
regensimulaties met hoge regenintensiteiten op steile hellingen- de voor hun optreden s een functie
alleen op in de eerste minuten van een simulatie. De dreqpqlwaér imaal 60-70 mm/uur, gecorrigeerd
van de hellingshoek (minimaal 34-36°)ende regenintenstte_lt (min en een belangrijke rol spelen bij
minimaal 45-55 mm/uur). Mogelijk spelen deze micro-puinstrom
puinstroominitiatie,

7 Modellering van puinstroom en -frequentie: moﬂzgfsl;ag- en afvoergegevens zijn
Voor de vergelijking tussen het optreden van puinstrc?meﬂ en mplexe afvoermodellen gebruikt,
eenvoudige neerslagkarakteristicken en zowel eenvoudige als Cge”zn gebruiken ook de infiltratie.
welke allen gebruik maken van neerslaggegevens. De z%fvoermoe olietdikte z,,.; voor rills en voor
eigenschappen van de bodem (X, S, bergingscapaciteit STO, rl'i e vorschillon tot o'n 20%. De
interrills). De gegevens van de twee regenmeters tonen onderli imeten over tijdsduren van 1-30
regenkarakteristieken zoals de maximale regenintensiteit per b“’lg hoeveclheid van de bui en per
minuten en 1, 2 en 24 uur, de duur van de bui, de totale neerls ?gen uit de regengegevens. Deze
etmaal, en antecedente neerslag indexen, zijn eenvoudig af te 1€l
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regenxarakteristieken ziyn met (muitiple) logistische regressieanalyses vergeleken met het optreden
van puinstromen.

Uit de regensimulaties is gebleken dat Horton-type oppervlakkige afstroming tijdens hevige
regenbuien kan voorkomen in puinstroom-bronzones. De infiltratie in de hydrologische modellen
s gebaseerd op Philip; hierbij zijn (te kalibreren) correctiefactoren voor K en S ingebracht in de
modellen vanwege de verwachte overschatting van deze twee variabelen. Vanwege de korte duur
van buien die puinstromen veroorzaken zijn subsurface flow en grondwaterstroming in de
hydrologische modellering verwaarloosd. TANKFLOW is een eenvoudig tankmodel met een afvoer
die recht evenredig is met de hoeveelheid water op het oppervlak. Dit model heeft de mogelijkheid
om een onderscheid te maken tussen rills en interrills of alles op één hoop te gooien. Naast de
nvoervariabelen K en S en hun correctiefactoren gebruikt TANKFLOW alleen nog de
sitstroomconstante als modelparameter.
DINOFLOW is een complexer afvoermodel dat gebruik maakt van een raster-GIS-achtige structuur
n het verplaatsen van afstromend water volgens het reliéf, De stroming in DINOFLOW kan
laminair zijn of turbulent (of iets er tussenin), athankelijk van Reynoldsgetal, en wordt beschreven
net de formules van Manning en van Robertson en Crowe. DINOFLOW houdt ook rekening met
e concentratie van afvoer op de interrills en de dichtheid en viscositeit van de afstromende
loeistof. Naast de invoervariabelen X, S, neerslag en bergingscapaciteit van de regoliet gebruikt het
mmodel 7 modelparameters voor welke gekalibreerd moet worden.
yoor beide modellen is een Monte Carlo procedure gebruikt (TANKFLOW V= 500; DINOFLOW
&= 10) om de variatie in de waarden van de invoervariabelen te verwerken bij de kalibratie van de
Eodelparameters van de modellen. Complicerende factoren bij de kalibratie waren de verschillen
ssen de twee regenmeters en het gebrek aan betrouwbare afvoermetingen (een gevolg van het
erstopt raken van de afvoergoot met sediment). De afvoermodellen blijken vooral gevoelig te zijn
voor de neerslag, voor X en S en hun correctiefactoren. Vanwege de onderlinge verschillen in de
lfgcngegevens zijn de modeluitkomsten niet erg betrouwbaar en de gekalibreerde waarden van de
odelparameters niet erg stabiel: de range van acceptabele waarden is erg groot. Hierdoor neemt
e identificeerbaarheid van de modelparameters af en dus ook het nut van modellen met (te) veel
odelparameters. Uit de kalibratie blijkt dat de K-waarden bepaald met de regensimulaties de
erkelijke K-waarden met een factor van ongeveer 2.5 overschatten; voor de sorptivities is dit een
ctor 2.1.

oo o o

Modellering van puinstroom en -frequentie: resultaten

it regelmatige veldbezoeken aan het brongebied TCP blijkt, dat hier in de periode Juni 1991 - Juni
995 minimaal 6 & 7 puinstromen hebben plaatsgevonden, al lijkt een aantal van 8-12
faarschijnlijker. Slechts van twee van deze puinstromen is met zekerheid bekend door welke buien
zijn veroorzaakt. Voor alle andere puinstromen geldt, dat ze met een wisselende mate van
kerheid aan bepaalde buien konden worden toegeschreven op grond van de karakteristicken van
buien zelf en, bij voorkeur, op grond van onathankelijke informatie zoals veldkenmerken van de
uwe afzettingen, opnames met de videocamera en afvoermetingen. De karakteristieken van de bui
If zijn hiervoor zo weinig mogelijk gebruikt, aangezien dit leidt tot cirkelredeneringen wanneer
t optreden van puinstromen vervolgens weer wordt gecorreleerd aan deze karakteristieken.

ke bui is ingedeeld in één van zes categorieén met betrekking tot de kans dat die bui een
instroom ‘heeft veroorzaakt: zeker, zeer waarschijnlijk, waarschijnlijk, mogelijk, zeer
waarschijnlijk en zeker niet. In getallen uitgedrukt: zeker: P=1, zeker niet: p=0, de rest zit er
ssenin. Het kwantificeren van de kans op het initiéren van een puinstroom als functie van neerslag-
afvoerkarakteristiek(en) is gedaan door middel van logistische regressie met de maximum
elihood methode. Hiervoor werden de zes eerder genoemde categorieén teruggebracht tot twee
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groepen: wel puinstroom (categoriegn zeker, zeer waarschijnlijk en waarschijnlijk) en geex
puinstroom (mogelijk, zeer onwaarschijnlijk en zeker niet).

De best met puinstroominitiatie correlerende variabelen zijn c.ie maximale regenintensiteiten ovei
korte tijdsintervallen (met name 2-15 minuten) en de piekafvoeren van TANKFLOW er
DINOFLOW. Een maximale 10-minuten regenintensiteit van 40 mm/uur geeft 50% kans of
puinstroominitiatie, een maximale 3-minuten regenintensiteit van 63 mm/uur eveneens. Deze laatste
waarde is iets hoger dan de gecorrigeerde drempelwaarde van 45-55 mm/uur voor het optreden van
micro-puinstromen tijdens regensimulaties. Neerslagtotalen van de bu1e.n' en per etmaal c_9rre1eren
slechts gering met puinstroominitiatie, dus relatief gemakkgll ijk te Vel’kr.l:] gen gegevens zijn helaaf
slecht bruikbaar voor onderzoek aan dit soort puinstromen die worden gefnitieerd in kleine (<10 ha)
brongebieden. ' )

DINOFLOW piekafvoeren vertonen een wat lagere correlatie met puinstroomoptreden dar
TANKFLOW piekafvoeren. Dit is waarschijnlijk het gevolg van het doorwerken van onzekerheder.
als gevolg van een groter aantal invoervariabelen en -parameters in 'DINOFLOW. Bij TANKFLOW
blijken piekafvoeren van de lumped en de rill-interrill varianten vnjw?l even goed te_f:orreleren me
puinstroomoptreden. Ook het effect van antecedente neerslag op de piekafvoeren blikt‘ erg beperk
te zijn met betrekking tot de correlatie met puinstromeq. Onder de gegeven omslt.andxgheden var
variatie en onzekerheden met betrekking tot de invoervariabelen en -parameters blijken eenvoudige
afvoermodellen dus te prefereren boven complexe moclellen. o o B
Logaritmische transformatie van de invoervariabelen blij kt. de correlaties in de logistische regressies
te verhogen, zowel voor regenkarakteristieken als voor pxekafvoere.n. Antecedente neerslag bll_]lq
op zich slechts zeer laag te correleren met puinstroomoptreden. De invloed van neerslag blijkt eer
halve tot een hele dag stand te houden, en dit bevestigt eerdere veldwaarnemingen. ;

Modelien met 2 of meer variabelen geven hogere correlaties met het op_)trec.ien van puinstromen, maaj
door het hogere aantal gebruikte variabelen hoeft de vt.trkl.aarde variantie niet .51gmﬁcant hoger té
zijn. Door gebruik te maken van Akaike’s Informatie Criterium 41S, welke laat zien Qf de toevoeging
van extra variabelen al dan niet leidt tot een significant hogere verklaard; variantie, b.lukt c.l.at eer
simpel neerslagmodel met 2 parameters (log-i, s en log-1,,,) het meest optimale m_odel is. Blhjlfba};a
zijn de onzekerheden in de invoervariabelen en -parameters z?lfs voor h.et eenvoudige hydro ogisc
tankmodel TANKFLOW al dermate groot, dat een eenvoudig regressiemodel met twee varlabelelg

voldoet. ' i
aE]el;ef/eerrgelijking van de resultaten uit dit onderz_f)ek~met de drempelwaarden voor puinstromet
volgens Innes (1983a) en Caine (1980) laat duidelijk zien dat de curve van I.nnes voor puinstromer
in het Bachelarddal een veel te lage drempelwaarde geeft. De curve van Caine blulft beter overeet
te komen met de resultaten van dit onderzoek: voor tijdsintervallen van 1-120 minuten l.lgt dez
curve in het bereik 15-50% kans op puinstroom. Op één na alle buie_n die in .de groep wel puinstroon
vallen, overschrijden Caine’s drempelwaarde voor maximale rggemntensﬂcnten in gemeten over 2-1
minuten. Uit buien in de groep geen puinstroom blijkt dat de' dr.empelwaarde yog
puinstroominitiatie gedurende de zomer enigszins toene?mt: de meeste buien in deze groep die
drempelwaarde van Caine overschreden, vonden plaats in september.

Om van puinstroominitiatie tot een puinstroomfrequentie te ko_men, isopde ve{fielm_g Vzllll',l max;;nzg
10-minuten regenintensiteiten, 7, ,, een Gumbel type I verdeling gefit, waarbij Weibu ! s mef (;

van plotposities is gebruikt. Een goed passenfie.Gumbel curve voor de extreme C\{vazr Sn va:u r,vl
werd pas verkregen nadat de lage regenintensiteiten (<6 mm/uur). werden verwijderd. 1 :ze_ v
geeft de herhalingsfrequentie (of overschrijdingskans) als functie van de max1mzzlle] -?mut d,
regenintensiteit. Door combinatie van de curve met Came’s dren_xpelwaarde (mtho le 1)()0 me o
curve die de kans op puinstroominitiatie beschrijft als functie van de maximale 10-minu !
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egeninte; siFeit (methode 3) kunnen puinstroomfrequenties worden berekend. Daarnaast kan ook
og rekening worden gehouden met de betrouwbaarheidsintervallen van de
erhalingsfrequentiecurve (methoden 2 en 4) en de puinstroomkanscurve (methode 4). Hierbij blijkt
at het betrouwbaarheidsinterval van de herhalingsfrequentiecurve veel nauwer is dan die varfl dé
pln_stroor wkanscurve. Methode 3 laat zien dat puinstromen het vaakst worden veroorzaakt door
1aximale |{10-minuten regenintensiteiten van 35-45 mm/uur, Alle 4 methoden overschatten de
rerkelijke] puinstroomfrequentie van 3 ppj (factor 1 4-2.2). De werkelijke puinstroomfrequentie ligt
.'e]‘ binnen de 95% betrouwbaarheidsgrenzen van methode 4. Om de puinstroomfrequentie in Ppj
Juinstromjen per jaar) te berekenen, waren enkele aannames nodig, aangezien 1'1eerslagmetingeﬁJ
sldbezoeken en video-opnames alleen in de zomer en de herfst plaatsvonden. Deze aannames Wareri
1t (1) pyinstromen alleen voorkomen in de periode van juni tot en met oktober, en )
1instroo aktiviteit binnen deze periode niet varieert. |

Puipstr en in het Bachelarddal: datering van afzettingen

ateringeny; an puinstromen zijn uitgevoerd met behulp van dendrogeomorfologie en lichenometrie
:de depositiezones van 5 puinstroom-brongebieden. Boomringdikte- en -excentriciteitspatronen
:rden onderzocht met de Split-Moving Window test, waarmee plotselinge veranderingen in deze
tronen kunnen worden opgespoord. De interpretatie van plotselinge groeiveranderingen is lastig,
0ok veroprzaakt kunnen zijn door andere geomorfolo gische processen. Ook werden enkele bomer;
ngetroffen waaruit de minimale ouderdom van de afzettingen waarop ze groeiden kon worden
seleid, erf|twee bomen met een verwonding.

j de lichehometrische dateringen werd de soort Rhizocarpon geographicum gebruikt. Xanthoria
'gans blegk niet in voldoende mate aanwezig om ook te worden gebruikt. Een Rhizocarpon
agraphicym groeicurve werd geconstrueerd aan de hand van afzettingen die zowel lichenometrisch
. deru.irog eomorfologisch waren gedateerd, waarbij dendrogeomorfologische dateringen als
erentiewgarden werden gebruikt. Rhizocarpon geographicumblijkt een kolonisatietijd van 16-17
1 te hebbgn en een groeisnelheid van 30 mm in de eerste 50 jaar na de kolonisatietijd. Bovendien

'/e_n de huidige resultaten een gegronde reden om de door de Redelijkheid (1988) geconstrueerde
eicurve in twijfel te trekken.

meeste VT] de 76 gedateerde puinstroomafzettingen zijn lichenometrisch gedateerd, voornamelijk
daf veel||puinstromen geen bomen zijn tegengekomen op hun weg dalwaarts. De meeste
eringen | ggen tussen 1940 en 1975, met een piek in de activiteit rond het eind van de veertiger
n tlot het|begin van de vijftiger jaren en een tweede piek aan het eind van de zestiger jaren 60 tot
midden |ivan de zeventiger jaren. Jongere afzettingen waren nog niet gekoloniseerd door
zocarpox, maar voor een groot deel van deze afzettingen (37 van de 47) waren wel relatieve
sringen mogelijk. Oudere afzettingen zijn grotendeels begraven onder jongere, dus lichenometrie
gor de oy derzochte puinstroomsystemen eigenlijk alleen bruikbaar voor de laatste 50-100 jaar.
: -NI (direct ten noorden van TCP) is het meest actieve systeem met een puinstroom-
1alingsfrequentie van 0.62 puinstromen per jaar (ppj), TGW (Téte de Glaudon West is het minst
ef (0.15 ppj). De gevonden waarden zijn hoger dan de door van Asch en van Steijn (1991)
oerpde waarden (0.1-0.25 ppj); mogelijk vormen ze een overschatting aangezien in dit onderzoek
‘puinstropm-afzettingen als onafhankelijke afzettingen beschouwd, terwijl ze in werkelijkheid
r dezelfds puinstroom kunnen zijn gevormd. De puinstroomaktiviteit lijkt een negatieve relatie
ebbe{l met grootte van de brongebieden. Bovendien blijkt de activiteit van puinstromen zich
ematischite verplaatsen binnen de depositiezones.
Fourier-gnalyse in combinatie met de Fisher test toont aan dat er geen significante periodieke

aties in pYtinstroomaktiviteit zijn. Dit ondersteunt de in eerdere onderzoeken gevonden 1 1-jarige

schommeling van de puinstroomaktiviteit niet, welke aan klimaatschommelingen ten gevolge van
variaties in zonnevlekactiviteit werd toegeschreven.

10 Puinstromen in het Bachelarddal: activiteit in de periode 1991-1995

De actuele ruimtelijke en temporele variatie van puinstroomactiviteit is een nog weinig onderzocht
onderwerp, met name wanneer het een serie regelmatige inventarisaties betreft of gebieden groter
dan een enkele helling of een eerste-orde dal. In het Bachelarddal is de ruimtelijke en temporele
variatie van puinstroomaktiviteit in de periode eind juli 1992 tot en met half oktober 1994
onderzocht door een combinatie van veld- en fotokarteringen. De aanleiding hiervoor was een
groeiende twijfel aan de it eerdere onderzoeken gevonden puinstroomfrequenties in vergelijking
met de activiteit van het brongebied TCP. Het aspect van de magnitude van de puinstromen is in het
huidige onderzoek niet 2an bod gekomen. Alle puinstroomafzettingen werden als enkelvoudige
puinstromen gekarteerd, tenzij bekend was dat er meerdere puinstomen langs dezelfde baan hadden
plaatsgevonden. Naarmate de tijd tussen twee opeenvolgende karteringen toeneemt, neemt echter
ook de kans toe om puinstromen te missen doordat in die tijd meerdere puinstromen dezelfde baan
hebben gevolgd. Dit leidt dus tot een onderschatting van de werkelijke activiteit, die bovendien
sterker wordt naarmate de tijd tussen twee opeenvolgende karteringen langer is.

Uit de karteringen blijkt, dat de natte periode van mei tot en met juli 1992 nauwelijks puinstromen
heeft opgeleverd. Puinstroomaktiviteit blijkt vaak een sterk geclusterd patroon te vertonen, metname
vaak rondom één enkele bergtop. Dit wijst eens te meer op de rol van lokale, hevige buien. In de
zomer en de herfst van 1994 heeft puinstroomaktiviteit op grote schaal plaatsgevonden door gehele
Bachelarddal. Een groot aantal puinstromen vond plaats op 26 juni ten gevolge van de passage van
een koufront met onweersbuien. De puinstroomaktiviteit van deze dag vertoont geen geclusterd
patroon, maar is mogelijk toch veroorzaakt door (een groot aantal) lokale buien, zodat de individuele
clusters samengeklonterd zijn. In de herfst van 1994 vond een zeer grote puinstroom plaats in het
Vallon de la Moutiere; de puinstroom reikte tot aan de Bachelard. Met name voor de karteringen die
zijn uitgevoerd in de zomer en in de herfst van 1994 lijkt het waarschijnlijk dat er puinstroom-
brongebieden waren van waaruit meerdere puinstromen dezelfde baan hebben gevolgd.

Voor deelgebieden in Bachelarddal ligt de puinstroomaktiviteit (= gemiddelde puinstroomfrequentie
per brongebied) tussen 0.05 ppj (herhalingstijd 20 jaar) en minimaal 0.956 ppj (herhalingstijd 1 jaar).
De laatste waarde geldt voor de westelijke helling van de Téte du Clot des Pastres, die vaker werd
bezocht dan de meeste andere deelgebieden. Binnen deze helling heeft het brongebied TCP, het
meest bezochte brongebied, de hoogste puinstroomfrequentie: minimaal 1.5 ppj, waarschijnlijk 2.5-
3 ppj. Dit onderbouwt eveneens de genoemde relatie tussen de gevonden puinstroomaktiviteit en de
frequentie van veldbezoeken. De meeste puinstromen blijken te ontstaan in de zomerperiode van juni
tot en met september. Er zijn nauwelijks aanwijzingen voor puinstroomaktiviteit in de winter en in
het voorjaar tijdens de periode van sneeuwsmelt. Puinstroomactiviteit bleek voor de deelgebieden
een relatie te vertonen met de dichtheid van puinstroombrongebieden (72 = 0.32-0.38). Ook lijkt een
zwakke relatie met de lithologie te bestaan: actieve zones bevinden zich opvallend vaak in flysch of
op plaatsen met qua resistentie sterk afwisselende gesteentesoorten of met een groot aantal breuken.

Een vergelijking van de verkregen puinstroomfrequenties uit actuele karteringen met die uit de
datering van afzettingen laat zien dat de laatste methode de frequentie sterk onderschat. Voor de
onderzochte brongebieden in Bachelarddal is dit een onderschatting met een factor 1.6-2.1
(gemiddeld 1.9) voor brongebieden met afzettingen gedateerd in dit onderzoek en een onderschatting
met een factor 1.6-39 (gemiddeld 10-15) voor brongebieden gedateerd door de Redelijkheid (1988).
Een mogelijke oorzaak is reeds genoemd: meerdere puinstromen kunnen dezelfde baan volgen en
daarbij het sediment van vorige puinstromen bedekken of opnieuw in transport brengen.

197



Lichenometrische datering van zo’n afzetting is alleen mogelijk wanneer een volgende puinstroom
een |andere baan gaat volgen. Dit kan worden veroorzaakt door verstopping van de geul met een
afzetting van een relatiefkleine puinstroom, of door een overschrijding van de capaciteit van de geul
dooneen grote puinstroom. De nieuw gekozen route kan evenzogoed een nog oudere puinstroombaan
zijn|| Lichenometrische datering van puinstroomafzettingen geeft dus eerder een indicatie van
‘puipstroombaanverlegging’ dan van het optreden van een puinstroom. In principe kan
dendrogeomorfologie wel dateringen opleveren voor meer dan één of zelfs voor alle puinstromen
~ die genzelfde baan hebben gevolgd, mits de boom in het pad van de puinstromen staat.

11 Samenvatting en belangrijkste conclusies

Praﬁische mogelijkheden en onmogelijkheden vormen belangrijke overwegingen bij te
n/gebruiken methoden in steil, moeilijk begaanbaar terrein in de bergen. Voorbeelden hiervan

zijn|de keuze voor veldregensimulaties en voor in-situ puinsterktemetingen.

aard van de oppervlakkige afstroming in de steile brongebieden van puinstromen is van groot
ang met betrekking tot de initiatie van puinstromen. Deze oppervlakkige afstroming kan op de
ile hellingen gemakkelijk sediment mobiliseren, waardoor de dichtheid en de viscositeit

tegc komt, is afhankelijk van het debiet, de dichtheid en de viscositeit van de afstromende vloeistof,

gkerheid in het model (kalibratie, -ruimtelijke- variatie), zodat modelkalibratie lastiger wordt.
Uit de neerslagmodellen blijkt, dat vooral de maximale regenintensiteiten over korte tijdsduur (2-15
mingiten) sterk correleren met het optreden van puinstromen. Goed verkrijgbare gegevens zoals
dagtotalen van de neerslag blijken nauwelijks te correleren met het optreden van puinstromen en zijn
dus niet of slechts beperkt bruikbaar voor onderzoek aan gelijksoortige puinstroomsystemen. Ook
de igvloed van het initieel vochtgehaite (antecedente neerslag) is beperkt.

De drempelwaarde voor de tijdens sommige regensimulaties waargenomen micro-puinstromen (voor
splagh gecorrigeerde 3-minuten regenintensiteit waarschijnlijk 45-55 mm/uur) blijkt goed overeen
te kgmen met Caine’s (1980) drempelwaarde voor puinstromen. Daarentegen geeft Innes’ (1983a)
cu ‘j een veel te lage drempelwaarde voor het onderzoeksgebied. Het optreden van micro-

puinstromen is mogelijk een belangrijke schakel tussen het optreden van oppervlakkige afstroming
en het ontstaan van een ‘volgroeide’ puinstroom. Dit wordt ondersteund door de maximale 3-
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minuten regenintensiteit van 63 mm/uur die 50% kans op een puinstroom geeft, een waarde die
slechts weinig hoger ligt dan de drempelwaarde voor het optreden van micro-puinstromen.

De frequentie van puinstromen is bepaald op drie verschillende wijzen. Voor puinstroomsystemen

in het gehele Bachelarddal zijn van de zomer van 1992 tot en met de herfst van 1994 regelmatig

karteringen uitgevoerd van nieuw gevormde puinstroomafzettingen. Voor vijf puinstroomsystemen,
waaronder TCP, zijn bestaande afzettingen lichenometrisch en dendrogeomorfologisch gedateerd.

Voor het puinstroomsysteem TCP zijn bovendien maximale 10-minuten regenintensiteiten

gecorreleerd aan het optreden van puinstromen, zodat de puinstroomfrequentie gemodelleerd kor

worden met behulp van de herhalingsfrequentie van maximale 10-minuten regenintensiteiten. De
belangrijkste conclusies zijn:

(a)  Datering van bestaande afzettingen met behulp van lichenometrie en dendrogeomorfologie
levert een sterke onderschatting van de werkelijke puinstroomfrequentie op, waarschijnlijk
doordat meerdere puinstromen dezelfde baan volgen totdat een ‘puinstroombaanverlegging’
plaatsvindt en de afzettingen niet meer verstoord worden. Bovendien worden met name de
kieinere afzettingen in de loop van de tijd minder goed herkenbaar en raken eerder bedolven,
zodat vooral de afzettingen van hoge-magnitude puinstromen bewaard blijven.

(b)  Deachterhaalde frequentie hangt af van het aantal herkende puinstroomafzettingen. Dit aantal
neemt toe naarmate een gebied vaker wordt bezocht, zoals blijkt uit de toename van de
gevonden puinstroomaktiviteit voor achtereenvolgens het gehele Bachelarddal (0.4-0.5 ppj
per puinstroomsysteem), de TCP helling (1.0 ppj per puinstroomsysteem) en het brongebied
TCP (2-3 ppj).

(c)  De frequentie van puinstromen in het Bachelarddal is aanzienlijk hoger dan tot nu toe werd
gedacht.
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shegt 895 (XXX V-39) Barcelonnette (1974). With explanation.
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shegt 3540 est Entraunes - Col de la Cayolle (1990)

: InstitutgGéographique National, Paris, Série Bleue, topographical map 1:25,000.
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APPENDICES

Appendix Al Dendrochronological sampling data form.

DENDROCHRONOLOGICAL SAMPLING DATA FORM

Administration
Form ID number:
Investigators:

Date: - -19

Project Temporal Analysis of Debris Flows

Lokation
Name:

Coordinates: X =

Description of the location
Physiography/morphology:

Vegetation:

Position relative to other trees: solitary / forest edge / in forest / otherwise, viz.:

Traces of woodcutting: no / yes, viz.:

Local tree limit elevation: m
Slope aspect: NES W, ° Slope angle:
Soil/regolith material:

Soil/regolith depth: cm Hydrologic situation:

Description of the tree
Tree ID number: Tree type:

Crown: round / regular / irregular / dense / transparant / otherwise, viz.:

Stem: straight / bent / bent foot / S-shaped / harp (old branch functions as new stem) / otherwise, viz.:

Stem foot: normal / buried / exposed: m

Height of branches above the ground surface: m
Length: m Diameter: mat
Vitality:

m height (sampling height)

Wounds / damage:

Remarks:

Sampling data

Field ID number sample 1: Lab / archive ID number:

Sampling height: m Sampling direction: ° Sample length:
Remarks: :

Field ID number sample 2: Lab / archive ID number:
Sampling height: m Sampling direction: ° Sample length:
Remarks:

Other remarks
Weather conditions:

Otherwise:

Utrecht University, Dept. O,
P T R NS R e
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CURRICULUM VITAE

Harry Blijenberg werd geboren op 11 mei 1965 te
Amersfoort. In mei 1983 behaalde hij het diploma
Atheneum-B aan de Rijksscholengemeenschap
“Thorbecke” te Amersfoort. In datzelfde jaar
begon hij aan de studie Informatica aan de
Rijksuniver-siteit Utrecht. Zijn passie voor de
bergen leidde ertoe dat hij het jaar daarop begon
aan de studie Fysische Geografie aan diezelfde
universiteit. Tijdens deze studie specialiseerde hij
zich in de fysisch geografische proceskunde van
reliéfrijke gebieden, met nadruk op
grondmechanica. Tijdens de hierbij behorende
veldwerken kwam hij voor het eerst terecht in de
Franse Alpen. Eveneens tijdens zijn studietijd
ontwikkelde hij een computerappli-catie voor het
berekenen van grondwaterstanden op hellingen.
Daarnaast deed hij stage bij de Dienst
Getijdewateren van Rijkswaterstaat te Middelburg,
waarbij de erosie van schorren in de Oosterschelde
als gevolg van de aanleg van de Oosterscheldedam
centraal stond. Het doktoraaldiploma Fysische
Geografie behaalde hij in mei 1991.

Van oktober tot en met december 1990 werkte hij
op projektbasis bij de Meetkundige Dienst van
! Rijkswaterstaat te Delft. Hier deed hij onderzoek
naar de verspreiding van macro-algen in het
Ooster-scheldebekken, met name naar de
veranderingen in ruimte en tijd sinds de aanleg van
L de Qosterscheldedam.

Van mei 1991 t/m april 1995 was hij werkzaam als Assistent In Opleiding bij de vakgroep Fysische
Geografie van de Universiteit Utrecht. Hier deed hij onderzoek aan puinstromen in de zuidelijke
Franse Alpen, waarvan de resultaten in dit proefschrift zijn beschreven.

Sinds mei 1996 is hij weer werkzaam aan de Universiteit Utrecht op een projekt dat zich bezighoudt
met mogelijke maatregelen ter vermindering van overlast door afstromend water vanuit landbouw-
gebieden in Zuid-Limburg. Zijdelings is hij betrokken bij een projekt dat de invioed van landgebruik
op erosie op het Léssplateau in China onderzoekt en moet leiden tot het verminderen van de erosie.
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