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Terrestrial Optical Photogrammetry (TOP) is a low-cost monitoring technique that is commonly used in change
detection studies. For landslide monitoring, image correlation techniques are frequently used to generate Digital
SurfaceModels (DSMs) from stereo-pairs or tomeasure the 2D surface displacementfield from single-view time-
lapse sequences. Image correlation allows for detecting spatially continuous displacement fields at a sub-pixel
precision. The technique, however, has several limitations for assessing displacement because 1) of its sensitive-
ness to changes in texture, shape and radiometry in the image pile, 2) of the need of spatially regular sampling
grids, and 3) of possible high computation time that can impede the processing of large image datasets.
To address these limitations, an alternative and complementary approach based on a Target Detection and Track-
ing (TDT) algorithm is proposed for a rapid calculation of the displacement of targets in image time series. The
TDT code, developed as a MATLAB-based tool, is able to track natural or man-made targets. The precision of
the TDT code is assessed using several image time series acquired at the Super-Sauze landslide (Southern French
Alps) and compared to ground basedmeasurements. The computed relative accuracy is between 10−3 and 10−4

(5 cm at a distance of 115 m). Although the TDT approach does not provide spatially continuous information,
it provides 1) a quantification of the object displacements at the same order of precision as image correlation
(sub-pixel accuracy) and 2) information in regions where image correlation fails because of too large ground
displacements. A sensitivity analysis reveals that the major sources of uncertainty are camera movement and/
or lens distortion and not the TDT method itself.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Digital passive sensors (i.e., sensors that operate in the visible light
spectrum), such as Single Lens Reflex (SLR) cameras, are increasingly
being used for ground-based geohazard monitoring (e.g., ice glaciers,
volcano flanks, landslides) partly because of their low cost compared
to expensive terrestrial laser scanner (TLS) or radar imaging (GB-
InSAR) systems (Corsini et al., 2006; Jaboyedoff et al., 2010). Indeed,
due to the large consumer market, sensor resolution is increasing
rapidly; for example, inexpensive 9 to 16 megapixel cameras became
available in 2013, allowing arrays of cameras to be set up in the field.

Passive optical sensors provide qualitative information (i.e., identifi-
cation of large changes in the landscape, weather conditions, presence
and position of snow cover; Cardenala et al., 2008; Coe et al., 2009;
Sturzenegger and Stead, 2009) and quantitative 3D information using
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stereo-views (i.e., creation of Digital Surface Models (DSMs), displace-
ment monitoring, and tracking changes in surface state).

In the case of surface displacementmonitoring,most recent research
has focused on the development of image correlation techniques to
determine the average spatial shift by maximizing a cross-correlation
function between at least a pair of stereo-images (White et al., 2003).
The technique has proven its performance for characterizing the dis-
placement fields of ice glaciers (Maas et al., 2008) and slow-moving
landslides (Delacourt et al., 2007; Travelletti et al., 2012) at sub-pixel
accuracy (0.2 pixels; Casson et al., 2005; Delacourt et al., 2007) and
generates a pseudo-continuous map of the deformation.

However, the performance of image correlation techniques de-
creases in the case of large changes in radiometry, texture or in the ob-
ject geometry between two different dates. Therefore, it is difficult to
assess complex displacement patterns combining rigid and non-rigid
deformation (Lewis, 1995), rapid movements characterized by impor-
tant surface state changes (Travelletti et al., 2012), or the movement
of objects that causes significant perspective distortions (Lewis, 1995).
These features can be encountered on certain landslides. Moreover,
image correlation can be very sensitive to the illumination conditions
(e.g., sun elevation) and low signal-to-noise ratios in the image. The
choice of the optimal combination of image correlation processing
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parameters (number of images to correlate, size of the correlation win-
dow, number of hierarchical steps in the processing, correlation thresh-
olds) must be carefully evaluated for each case study and limits the
ability to automate the process, especially if a rapid analysis is needed
because of accelerated movement. This constraint is amplified by the
usual application of a regular spatial sampling grid on the image
(Walter, 2011; Travelletti et al., 2012). The image correlation technique
is therefore applied on randompoints, which are not always remarkable
and whichmay disappear with time or loose their radiometric and tex-
tural properties. The results may lead to inconsistent displacement esti-
mates in the area of interest.

For the analysis of long time series, Target Detection and Tracking
(TDT; Veeraraghavan et al., 2006)methodsmay be used to complement
image correlation techniques. TDT methods are used to estimate the
displacements of discrete features over time, either natural (rock blocks,
large fractures) or man-made (benchmarks). The selected objects
should stand out by their radiometric properties and ensure their effec-
tive and accurate detection. The main advantage of TDT methods over
image correlation techniques is the ability to measure complex dis-
placement patterns over space and time for large deformation, high
signal-to-noise ratios, changes in the target's shape and the lag of im-
ages over time for low view angles. Moreover, the TDT method can be
used for rapid assessments, such as in early-warning systems. The
main limitation of the TDT method is the possibility of quantifying
only local (point-based) displacements at the location of the target. De-
signs for real-time surveying systems that incorporate TOP have been
proposed for monitoring volcanic activity (Honda and Nagai, 2002),
but their potential use for monitoring slope movement is restricted to
cases where daytime observations offer sufficient information.

This work presents a MATLAB-based TDT method that is adapted to
landslide monitoring and can be used as a complement to image corre-
lation and other displacement observation methods or for rapid assess-
ments. The proposed method is able to robustly track a moving target
on a background that undergoes large displacements and is only slightly
sensitive to target texture changes and rotations.

First, the steps of themethod are presented, which include (i) image
stack registration, (ii) target detection, and (iii) automatic tracking of
the target in the 2D image plane. Second, themethod is applied and val-
idated with two datasets acquired at the Super-Sauze landslide (South
French Alps) using several natural and man-made targets. Third, the
sources of errors are quantified. Finally, guidelines to set up a TOP-
based monitoring system are proposed to limit the errors arising from
the acquisition geometry and the camera movement.

2. Methodological framework

This section presents the criteria to consider when using a TDT
method. The criteria are adapted to the characteristics of the study
sites in terms of the geometrical constraints for the camera location,
the amplitude and the direction of the displacement vector, and the
type of targets in view.

2.1. Criteria and possible approaches for setting up a landslide-oriented TDT
method

In his reviewof the different categories of object tracking algorithms,
Yilmaz et al. (2006) identify four questions that can be used to select the
most efficient TDT approach according to the type of objects to be de-
tected and the type of deformation to be quantified:

• How is the tracked object represented (i.e., by a line, a point, a surface
or by patches)? For landslide displacement monitoring, the TDT algo-
rithm can be applied to simple surface objects (circle, ellipse, rectan-
gle). In the proposed approach, the objects are reduced to a point
that is defined as the centroid of the elementary surface. This choice
is particularly well suited for small objects that occupy very small
regions in the image plane (Yilmaz et al., 2006).
• Which features are tracked? For landslide displacement monitoring,
the use of edge and texture information for tracking is difficult be-
cause of the presence of highly heterogeneous surfaces. Therefore, ob-
jects are tracked using their radiometric properties, which always
contrast with those of the surrounding ground (e.g., soil).

• What are the criteria for selecting themost suitable object-tracking al-
gorithm? Classical object detection algorithms such as point detectors
(Moravec, 1979; Harris and Stephens, 1988; Lowe, 2004), background
subtraction (Wren et al., 1997; Elgammal et al., 2000) or image seg-
mentation (Comaniciu and Meer, 2002; Meer, 2003) cannot be used
for landslide displacementmonitoring because the objectsmay exhib-
it very large displacements in the image time series. Therefore, assum-
ing that the image acquisition rate is appropriate for the ground
displacement rates (i.e., such that the pixel shift between two consec-
utive images is relatively small), simple contrast enhancement algo-
rithms and centroid computation algorithms are employed.

• What are the criteria for selecting themost suitable algorithm to track
the object? For landslide displacement monitoring, it can reasonably
be assumed that the radiometric properties of the tracked object
have sufficient contrast from the surrounding material (i.e., soil).
Therefore, it is assumed that the object detected in a search window
in imagen corresponds to the object detected in a searchwindow cen-
tered on the object's coordinates in the previous image n+1. A signif-
icant assumption in this method is the uniqueness of the object of
interest in the search window.

Based on this conceptual framework, a methodological workflow to
track natural andman-made objects in image time series is proposed in
Fig. 1. The objective is to obtain a time series of coordinates in the image
plane for each tracked object. The input data consist of image time series
acquired from a unique camera, for which the radial lens distortion has
been calibrated (Horaud and Monga, 1995; Clerc, 2001; this step is not
presented in the simplified workflow for clarity). The images are then
converted from RGB values to luminance grayscale intensity values by
eliminating the hue and saturation information while retaining the lu-
minance. In the following sections, each processing step is described
in detail.

2.2. Step 1: Image registration

In many natural environments, time-lapse cameras cannot be
maintained absolutely stationary for long periods of time (e.g., months)
despite careful field setups. This results in a temporal shift throughout
the image pile that needs to be removed. Accurate image co-
registration is a key element in the application of change detection
methods because it determines the reliability of the displacement esti-
mates. Image co-registration generally consists of correcting the camera
motion induced by wind or temperature variations (Goshtasby, 1989)
and transferring each image of the time series into the geometry of
the reference image. This operation is performed in four stages and
has been completely automated (Zitova and Flusser, 2003):

1. Detection of time invariant points in the image: Among the many al-
gorithms available to detect invariant points (Harris and Stephens,
1988; Lowe, 2004; Bay et al., 2008), the Harris corner detector algo-
rithm is used because it is computationally more efficient for studies
that use fixed cameras (Tuytelaars andMikolajczyk, 2008). It is based
on thefirst order image derivatives in the x–y directions in gray-scale
images. The areas in the images that correspond to the landslide are
masked to register the images only on the assumed stable slopes
around the landslide. A cross-correlation in the Fourier domain is
then performed on the Harris corner point coordinates (Guizar-
Sicairos et al., 2008) to attain a matching resolution of 0.1 pixel.

2. Feature matching: This stage consists of establishing the correspon-
dence between the invariant points on the complete image time se-
ries. Putative matches between feature points are computed using a
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Fig. 1. Flowchart of the methodology.
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correlation measure, and points that are strongly correlated in both
x–y directions are paired together.

3. Estimation of themappingmodel: This stage consists of estimating a
global Mapping Model (MM) that best fits the Harris corner point
pairs in the image time series. Even if the camera is robustly fixed
to a pole cemented to the soil, residual motions of the pole may
exist, and temperature cycles can alter internal camera geometry.
The most appropriate model is chosen by comparing different
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transformations (affine, projective, polynomial non-reflective, reflec-
tive similarity) and the associated goodness of fit in terms of the RMS
error criteria. In this application, the affine transformation (i.e. trans-
lation and rotation) produces the lowest residuals.

4. Projection of the object coordinates: This stage consists of forward
projecting the object coordinates (and not the full images) using
the best mapping model. This approach avoids errors due to image
interpolation and resampling during the projection, preserves the
radiometry of the image and reduces the processing time (Zitova
and Flusser, 2003).
2.3. Step 2: Automated feature detection and tracking

The objects to be detected and tracked in the image time series are
selected manually with an interactive brush tool in the interface.
Manual picking is performed on the reference image, and the object
coordinates are refined by applying the feature detection and tracking
method (Fig. 2). The properties of the target used for the automated de-
tection technique (object size, geometry, luminance) are discussed in
the following sections.

Assuming that the position of a point of interest does not change no-
tably from one image to another (Yilmaz et al., 2006), a flexible search
window is centered on the coordinates of the object from the previous
image. The window size is defined so that the displacement (in pixels)
of the object between two consecutive images is less than half the size
of the search window. The larger the size, the greater the probability
that the object can be detected in the search window but also that it
can be mixed with other objects. From the initial search window
(Fig. 2a), a background image is then constructed by applying a rank-
order filter (Fig. 2b) in which each pixel is replaced with its darkest
neighboring pixel. This mathematical morphological operation, called
“erosion”, only retains the large trend of the initial image (Russ, 2002).
A new thumbnail is then created by subtracting the eroded image
from the initial image. Radiometric stretching is applied to produce
grayscale intensities ranging between 0 and 255 (Fig. 2c). This opera-
tion, called “opening”, enhances the contrast, allows better object detec-
tion by thresholding, and compensates for changes in the illumination
conditions (Russ, 2002). A binary image is created by applying the
Otsu method (Otsu, 1975; Fig. 2d), which minimizes the grayscale var-
iance inside the two classes assumed to make up the image. The cen-
troid position (e.g., coordinates in the image plane) is computed as the
center of mass of the previously created binary image (Fig. 2e). Finally,
the coordinates, which are defined relative to the current image, are
corrected by applying a radial lens distortion model and the forward
mapping model.
Contrast enhancement

Initial search window Eroded image Stretched

a b c

Fig. 2. Automatic tra
2.4. Step 3: 3D photogrammetric restitution

For the first two steps, images were processed independently for
each camera. In the third step, 3D object displacements are determined
from both pair of images using photogrammetric principles or from
independent DSMs (Travelletti et al., 2012). First, the intrinsic parame-
ters (scale factor, image center, radial lens distortion) of the cameras are
estimated for the different focal lengths using the PhotoModeler© (self-
calibrating bundle adjustment) and Adobe® Lens Profile Creator soft-
ware. Nine images of two different planar chessboards allow the inver-
sion of the radial lens distortion using the Brownmodel (Brown, 1971),
the focal length and the principal point of the cameras. External orienta-
tions of the cameras are then computed (three Euler angles for the ori-
entation, local coordinates for the camera location) from the collinearity
equations (Mikhail et al., 2001) usingGround Control Points (GCPs) sur-
veyed in the field with dGNSS measurements:

u ¼ u0− f
m11 X−X0ð Þ þm12 Y−Y0ð Þ þm13 Z−Z0ð Þ
m31 X−X0ð Þ þm32 Y−Y0ð Þ þm33 Z−Z0ð Þ

v ¼ v0−f
m21 X−X0ð Þ þm22 Y−Y0ð Þ þm23 Z−Z0ð Þ
m31 X−X0ð Þ þm32 Y−Y0ð Þ þm33 Z−Z0ð Þ ;

8>><
>>: ð1Þ

where u0 and v0 are the coordinates of the central point in the image
plane, f is the focal length andmij is the rotation matrix.

In the case of stereo- (or multiple) views, the 3D restitution is per-
formed by stereoscopy. At the study site, the extrinsic parameters are
computed from 21 GCPs. With the camera orientation information, it
is then possible to determine the local coordinates (X,Y,Z) of an object
from two pairs of coordinates (uA1,vA1) and (uA2,vA2) by solving the
two systems of Eq. (1) for cameras A1 and A2.

For the case of a unique camera, Travelletti et al. (2012) proposed
obtaining the 3D coordinates of the objects by projecting a DSM. At
the study site, two DSMs (acquired in October 2007 and July 2009)
are used to define 45 GCPs and invert the external parameters from
the collinearity equations (Eq. (1)). For each point of the DSM, a back-
ward projection is then applied to calculate their associated positions
in the image plane so each pixel of the image is associated with 3D
coordinates.

3. Application to an image time series of the Super-Sauze landslide

3.1. Characteristics of the Super-Sauze landslide

The Super-Sauze landslide (Southern French Alps) is aflow-like land-
slide that develops in Callovo-Oxfordian blackmarls at elevations ranging
from 2105m at the crown and 1740m at the toe. The landslide is contin-
uously active at average displacement rates of 0.05 to 0.20 m·day−1
Centroid coordinates 
computation

 image Binary image Computed centroid

d e

cking flowchart.
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(Malet et al., 2005) but maximum rates of several meters per day have
been observed (Travelletti et al., 2012). The continuous detachment of
large blocks from the main scarp, and their progressive mechanical
and chemical weathering to fine particles, maintain the continuous
downstream propagation of material on the in-situ black marls. The
landslide's activity is mainly controlled by hydrology, with motion ac-
celeration subsequent to rainfall and snowmelt events. The bedrock to-
pography below the slide is complex (Flageollet et al., 2000; Travelletti
and Malet, 2012) and partition units with different hydrogeological,
rheological and kinematical behaviors.

Surface displacements reflect this buried topography and thus
provide useful information for understanding the complex sliding
mechanisms. Their measurements may then serve to calibrate hydro-
mechanical models.

This complex subsurface topography also induces that sparse point-
like observations (measured by GNSS or total stations), beyond their
maintenance cost, cannot capture the entire deformation field. Remote
landslide observation is both safer for equipment and offers a better
spatial observation viewpoint. We therefore installed three cameras in
2007 and 2010 to obtain a global view of the landslide (Travelletti
et al., 2012).

3.2. Camera locations and characteristics

Three cameras (A1, A2, B)were installed at different stable locations.
Cameras A1 and A2, looking downslope, are paired and provide a close
range stereo-view of the upper part of the landslide, which exhibits the
highest displacement rates. Camera B is installed on a stable crest in
front of the landslide and looks uphill. The characteristics of the cameras
are summarized in Table 1.

Cameras A1 and A2 are placed 75 m apart and look out a N–S cross-
section composed of man-made targets (Styrofoam spheres) 50 m to
140 m from the cameras (Fig. 3a) is defined across the field of view.
The geometry of the setup of Cameras A1 and A2 leads to base to height
ratios B/h ranging from 1.6 to 2.1, where B is the distance between the
two cameras (base), and h is the distance from the object to the base-
line. The cameras are controlled by a Digisnap 2000 intervalometer
(Harbortronics); each day, six pictures are acquired at 6:0, 8:00, 10:00,
12:00, 14:00 and 16:00 UTC. Each photograph is stored on a 16 Gb SD
Ultra II memory card in RAW format.

Camera B is installed on a concrete pillar located on a stable crest in
front of the landslide (Fig. 3a). The camera is located 900 m from the
main scarp and 300 m from the lower part of the landslide. Camera B
is controlled by a Campbell CR10X datalogger, which is powered by a
40 W solar panel. Each day, six pictures are acquired at 6:00, 8:00,
10:00, 12:00, 14:00 and 16:00 GMT. A complete description of the
setup of camera B can be found in Travelletti et al. (2012). Image selec-
tion is applied to retain the best photo from each day.

Typical examples of gray-scale images from cameras A1, A2 and B
are shown in Fig. 4.

3.3. Characteristics of the targets

The TDT algorithm can track different types of objects with different
colors, shapes and sizes. Four types of targets located at distances of 50
Table 1
Camera characteristics.

Camera A1 Camera A2 Camera B

Location Central stable part West stable part Stable crest at the toe
Camera Pentax K200D Pentax K200D Nikon D70
Resolution 3872 × 2592 3872 × 2592 3008 × 2000
Effective pixels 10.2 megapixels 10.2 megapixels 6.1 megapixels
Sensor size 23.5 × 15.7 mm 23.5 × 15.7 mm 23.7 × 15.5 mm
Focal length setup 25.68 m 30.17 mm 52 mm
to 400 m from the cameras are used to test the performance of the
method for two periods.

The first type of targets is a group of thirteen white Styrofoam
spheres (10 cm in diameter) that are placed on top of metal rods driven
into the soil (Fig. 5a). The metal rods extend 30 cm above the ground
and are placed every 0.5, 1.0 and 2.0 m along a N–S profile (Fig. 3d).
This type of object was selected because it is particularly easy to track.
The spherical shape allows a non-ambiguous center to be defined re-
gardless the view angle. The white color is rarely present in the images,
thus ensuring a relatively good contrast to the soil surface. The size of
the spheres corresponds to effective pixel diameters of 5 to 25 pixels,
which minimize the errors in the computation of the centroid coordi-
nates. The targets are located between 47 m and 88 m from camera
A1 and between 77 m and 140 m from camera A2.

The second type of target is an elongated and flattened ellipsoid that
serves as a GNSS antenna and is located near the lower part of the pro-
file (Fig. 5b). The antenna is white and is tracked in the sameway as the
Styrofoam spheres. This target was selected because daily millimetric
positioning of the antenna is available (Malet et al., 2013) and can be
used to evaluate the performance of the TDT algorithm. The object is lo-
cated 88.4m fromcamera A1 and 139.7m from cameraA2. The effective
pixel sizes are 20.9 mm and 28.1 mm, respectively, and the object mea-
sures 14.2 pixels and 10.8 pixels in images from cameras A1 and A2, re-
spectively. These properties are comparable to those of themost distant
Styrofoam spheres (# 13).

The third type of targets consists of man-made one square meter
metal panels that are painted with yellow and red quadrants (Fig. 5c).
These targets are not always visible in the gray-scale intensity image.
Therefore, an automated tracking algorithm on image I, which is
computed from the color bands of the RGB image, is applied. Image I
is computed as: I = R / (R + G + B), where R, G and B are the red,
green and blue color bands, respectively. It represents the proportion
of red per pixel luminance, so the targets contrast sufficiently with the
background.

The fourth type of targets consists of natural blocks observed on the
slope surface (Fig. 5d). Contrary to the man-made objects, the sizes and
shapes of these natural targets can vary and are not known a priori. They
are between 313 m and 468 m from the camera, and they range in size
between 1 and 2 m.

4. Analysis of the computed displacements

The displacements were monitored during three periods that in-
clude different displacement rates of the landslide. The first period, P1,
was from 16th May to 8th November 2008; it began during a period
of melting snow and corresponds to measured displacement rates
greater than 3.5 m·day−1 that lasted for approximately 20 days. The
second period, P2, extended from 19th May to 16th September 2009
and also began during a period ofmelting snowbut shows displacement
rates of only a few centimeters per day. Image time series from camera B
are used for these two periods.

The third period, P3, which extended from 28th May to 6th July
2011, also started during a period of melting snow and is characterized
by displacement rates of approximately 2.5 cm/day. Image time series
from cameras A1 and A2 are used for this period.

For each image, the computation time to track 19 points was less
than 40 s on a desktop computer. Most of the computation time is ded-
icated to the image registration process (approximately 30 s).

4.1. Comparisons of the TDT coordinates to ground-based
GNSS observations

The object coordinates computed using the TDT approach are first
compared to daily ground-based GNSS observations during period P3.
The components of the displacements computed from cameras A1 and
A2 are shown in Fig. 6.
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Fig. 3. Super-Sauze landslide site: a) Photo textured 3D rendering of the landslide with the three camera positions and view angles. b) Typical setup of a camera system consisting of a
Pentax K200D, a Digisnap 2000 intervalometer (Harbortronics) and a battery installed in a fiberglass housing. c) Setup of Camera A1: the fiberglass housing and the 5 W solar panel
are fixed to a metal pole.
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The three periods all have correlation coefficients of R2=0.99with a
relationship very close to f(x) = x. The positions of the GNSS antenna
tracked by the TDT method are very similar to the absolute GNSS
coordinates; the differences are less than 5 cm in the N and Z directions
and less than 20 cm in the E direction, which is apparently less well
constrained.

Another means to assess the performance is to test the bounds by
tracking two static features on the stable slopes in front of and behind
targets of interest. By focusing on the final 3D coordinates, this tech-
nique provides an estimate of the minimum andmaximum uncertainty
associatedwith the entire processing chain (image registration, TDT, ra-
dial lens distortion correction and 3D restitution).

Therefore, the standard deviation of the 3D coordinates is analyzed
on the nearest and farthest targets on the stable slopes outside the land-
slide during period P1 (blue points, Fig. 7a). The nearest target is located
205 m from camera B, and the farthest target is located 641m from the
camera, which results in effective pixel sizes of 3.1 cm and 9.7 cm,
respectively.

The standard deviation computed from the TDT coordinates, sum-
marized in Table 2, are low compared to thedistances between the cam-
era and the objects, with maximum values of 10 cm and 8 cm in the E
direction at distances of 205 m and 641 m, respectively, from the
a

Fig. 4. Image descriptions: images acquire
camera. Thus, the observed error is not proportional to the distance
from the camera to the object and may be due to residual movements
of the image that were not corrected by the image registration.
4.2. Comparisons of the TDT displacements with displacements estimated
by image correlation

The computed displacements for period P1 are also compared to the
3D displacements obtained by the gridded image correlation technique
(Travelletti et al., 2012). For the image correlation, the displacements
for each time step are computed at the new block position and summed
to obtain the cumulative displacements. The differences in the displace-
ments for blocks 4, 5 and 6 are reasonable; they are less than 0.5 m for
block 5 and range between 1.4 and 1.8 m for block 4 and from 2.8 to
3.1 m for block 6. This difference can be explained by their locations in
different kinematic areas of the landslide. Blocks 4 and 6 are located in
an area of secondary rotational slip with respect to the other blocks.
Blocks 4 and 6 are rotated and progressively buried, so the image corre-
lation technique is not able to track their movements. Block 5 is located
just above this area of rotational slip and is thus less affected by this
specific kinematic pattern.
b c

d from camera a) A1, b) A2 and c) B.
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Fig. 5. Example of tracked targets: Styrofoam ball a), dGPS antenna b), metal plate targets c) and natural bright block d).

32 J. Gance et al. / Engineering Geology 172 (2014) 26–40
A comparison of the 2D image plane coordinates of blocks 2, 4 and 6
during period P1 obtained from both methods (Fig. 8) indicates large
differences in the block coordinates. The position of the block computed
by image correlation agrees closely with the position estimated by the
TDT approach for the first dates, but blocks are rapidly lost by the IC
method, which appears to track another texture pattern moving in the
opposite direction. During the same period, the TDT method appears
to properly track all three blocks and provides final 2D image plane
coordinates that correspond to the block positions on the image. The
differences can be explained by the complex motion of the blocks
(e.g., rotation, fragmentation, burial) and by changes in their sizes and
radiometric characteristics. For these conditions, image correlation is
not a suitable technique (Lewis, 1995; Travelletti et al., 2012).

Second, the technique of Travelletti et al. (2012) was not designed
for tracking blocks but for correlating regularly distributed points in im-
ages. It is possible that only the surrounding ground is characterized and
that block displacements occur in the interpolated space (Fig. 8). More-
over, the accumulated displacements obtained from each image posi-
tion are computed by successive additions of the horizontal and
vertical displacements, which can lead to a significant propagation of
errors.

By contrast, the TDT approach is able to track the displacements of
specific targets with a relative accuracy of between 10−3 and 10−4.
The maximum differences are 5 cm in the N and Z directions and
20 cm in the E direction at a distance of 115 m. For larger distances,
the accuracy of the TDTmethod can be assessed by computing the stan-
dard deviations of the 3D coordinates of targets located on stable
ground, which are less than 10 cm at a distance of 587 m from the
camera.

Even if no comparison to the GNSSmeasurements was possible dur-
ing period P1, the 2D image plane coordinates from the TDTmethod are
consistent (the general direction ofmovement is the same as the sliding
direction) and visually agree with the block positions on the image. We
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Fig. 6. Comparison of the coordinates estimated by the TDT approach an
note that the aim of Travelletti et al. (2012) was not to track specific
blocks but to assess the spatial variability of the amplitude and direction
of the displacements. Therefore, the results presented here do not inval-
idate their work but clearly illustrate the difference between the
methods in terms of their accuracy and the ability to track objects;
they indicate that the TDT approach is able to track specific targets on
landslides that are characterized by complex deformation patterns,
where the image correlation technique is not suited.
5. Discussion: the possibility of using Target and Detection
Techniques for landslide displacement analysis

5.1. Target choice and size of the search window

Before designing any survey, a suitable target must be selected. As
explained previously, the target's radiometric properties must contrast
with those of the surrounding soil. Obviously, the more the target con-
trasts with the surrounding soil, the more accurate the detection will
be.We recommend performing several tests before choosing the target.

As shown on the Super-Sauze landslide, the idea is to use a color
with an optimal contrast from the color of the ground (white targets
for dark ground or black targets for bright ground) or a color has a
low occurrence in the image (e.g., red on natural landscape). The TDT
method can then be used in different color spaces (grayscale or relative
red content as used for the square metal panels visible in Fig. 5c). Natu-
ral targets can be used if suitable targets are present (e.g., white blocks
for the Super-Sauze landslide); otherwise, artificial targets must be
used.

Moreover, in the particular case of fast moving landslides, where the
acquisition frequency requires displacement monitoring at night, a
slightly luminous artificial target will allow monitoring displacements
continuously.
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d by the processing of GNSS observations for the three components.
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Fig. 7. Displacements obtained from the camera B image time series for the periods P1: a) Global map showing the position of the tracked blocks during the first period and the tracked
targets during the second period. b) Zoom on the first map showing displacements amplitude and direction for each object. c) Comparison of the cumulated displacement over the two
periods.
Panel c is modified from Travelletti et al. (2012).
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A second important choice is the size of the search windows that
constrain the search area during the automated feature detection and
tracking process (Fig. 2). This size is the only calibration parameter of
themethod; however, it is important to determine. Choosing it requires
1) a priori knowledge of the displacement amplitudes or 2) preliminary
tests. Although a priori knowledgemay appear to be amajor constraint,
continuous displacement monitoring is rarely the first study conducted
of a landslide, and average displacement rates are relatively easy to
obtain.

5.2. Uncertainty assessment of the TDT method

To define the criteria for designing the TDT monitoring system for
landslides, the principal sources of errors are assessed. First, the errors
Table 2
Standard deviation on the 3D coordinates of the nearest and farthest target.

Standard deviation [m] Camera A1

N E Z

Nearest target (at 205 m) 0.04 0.10 0.06
Farthest target (at 641 m) 0.07 0.08 0.07
in the 2D image plane are assessed, and these are then propagated
along the entire processing chain (Fig. 1). The sources are grouped
into two main categories: those associated with the automated feature
detection and tracking process and those associated with the camera.
The uncertainty in the camera orientation is assessed separately.

5.2.1. Sources associated with the camera

5.2.1.1. Impact of camera movement. Despite the effort to install the
cameras on stable foundations and further co-register the time-lapse se-
quence, residual movements still persist in the images. The importance
of this error is first evaluated by analyzing the residuals on the Harris
corner points during the registration process, and points on the slope
that are considered to be stable are tracked with the TDT approach
and compared to the manual picks.

The registration process involves pair-wise matching of Harris cor-
ner points between a reference image and a current image to define
an appropriate mapping model. The Harris corner points of the current
image are then corrected from this mappingmodel. Perfect registration
of the image time series would lead to a difference between both Harris
corner point coordinates of 0. In our case, most of the images are regis-
tered with low RMS errors (≤0.15 pixel), but others, mostly from
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camera A1, show increasing RMS errors with time from the reference
image (Fig. 9). This trend can be explained by the difference in views
between cameras A1 and A2. Camera A2 looks toward a more
distant background landscape (500 m to 10 km) than camera A1 (200
to 500 m), so the changes of vegetation (between May and August)
are less perceptible on the images from camera A2. On camera A1, a
block detected at the endofMay on the reference imagemaybe covered
by vegetation in July and thus bedetecteddifferently. This assumption is
confirmed by the presence of outlier Harris corner points with very
large differences of coordinates (≥20 pixels), which are explained by
an incorrect matching of the Harris corner points. However, Fig. 9a
shows that the error distribution is an approximately 2D Gaussian belt
centered on 4.5 · 10−14. This distribution, which has a mean value
very close to zero, indicates that residual minimization by the least-
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horizontal and vertical differences between reference and corrected Harris corner point coordi
square method is reliable. The standard deviation of 2.05 pixels also in-
dicates a relatively small number of outliers and good reliability of the
registration process.

This order of magnitude is confirmed by the comparison of stable
points tracked with the TDT method and manual picking on images
from the three cameras. For cameras A1 and A2, the standard deviations
are greater than 3 pixels (except for thehorizontal coordinate of camera
A1). The registration process reduces this value by a factor of 3. The final
standard deviations can be considered to be low in comparison to the
picking uncertainty (Table 3). The coordinates from camera B have
lower standard deviations than those from the other cameras. This can
be explained by the better stability offered by the concrete pillar on
which camera B is fixed and also to the wooden hut that protects the
camera from changes in temperature.
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Table 3
Standard deviation of the raw and corrected coordinates of 38 manually picked stable points for cameras A1, A2 and B.

Standard deviation [pixel] Camera A1 Camera A2 Camera B

Horizontal Vertical Horizontal Vertical Horizontal Vertical

Raw coordinate 1.7 3.4 3.3 3.8 2.4 2.5
Corrected coordinate 0.4 1.0 0.5 1.2 1.4 1.5
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5.2.1.2. Impact of lens distortion. The correction applied to minimize the
impact of lens distortion can create important differences in the position
estimates (Mikhail et al., 2001). In this study, only radial distortion
errors are considered because the tangential distortion errors are com-
parable to the RMS errors of the model and the source of possible nu-
merical instabilities (Wei and De Ma, 1994).

The accuracy of the radial lens distortion model is assessed by eval-
uating the maximum difference between two widely used calibration
software packages (PhotoModeler© and Adobe® LensProfile Creator).
The maximum differences are 0.22 pixel for PhotoModeler© and
0.27 pixel for Adobe® Lens Profile Creator.

However, this accuracy was determined before the installation and
may change with the camera setup, the transport and the climatic con-
ditions. Although we were not able to do this, a correction of the lens
distortion in each image using GCPs would increase the accuracy.

5.2.2. Sources associatedwith the automated feature detection and tracking
process

5.2.2.1. Impacts of camera–object distance. The camera–object distance
affects the estimate of the position in two ways by altering:

• the effective pixel size: The effective pixel size for a camera sensor de-
pends on (i) the camera–object distance and (ii) the angle of inci-
dence, which is defined as the complementary angle between the
line of sight of the camera and the normal to the terrain surface
(Travelletti et al., 2012). Therefore, the geometry of the camera net-
work must be studied in detail, and the locations of the cameras
must be chosen according to the expected displacement rates, the
size of the region of interest, and the sizes of the objects being tracked.
In addition, stable zones should be integrated in the images to control
the stability. For time-lapse monitoring, the effective pixel size may
vary significantly with time. For example, for large displacements
such as those observed at Super-Sauze, the effective pixel size may
be reduced by a factor of four during the period of block tracking
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Fig. 10. Impact of the camera–object distance on the object centroid detection: a) Synthetic im
Super-Sauze terrain, b) Errors on the estimated centroid location in comparison to the true ob
because the blocks move away from the camera, and thus the uncer-
tainty is reduced by half. This uncertainty must be taken into
account during the 3D restitution process.

• the centroid computation: The computation of the centroid position
can reach sub-pixel precision according to the number of pixels that
make up the object. Because the centroid is computed as the center
ofmass of the binary image pixels, pixels of small objects have a larger
weight than pixels from large objects. During the creation of the bina-
ry image, a missing pixel on the object will therefore create a larger
error for a small object than for a large one.

To assess the impact of this error source, synthetic images were cre-
ated of 18 white Styrofoam spheres overlaid on a background image of
the Super-Sauze terrain (Fig. 10a). The diameters of the spheres range
from 6 to 28 pixels, and a 5 × 5 pixel Gaussian kernel smoothing is ap-
plied to increase the quality of the image. Fig. 10b shows the L2 error of
the estimate of the centroid coordinates in comparison to the true ob-
ject diameter. The L2 error can reach 0.5 pixels for an object with a di-
ameter less than 15 pixels but globally is less than 0.25 pixels for
larger objects. This can be explained by the fact that the erosion of
large images (Fig. 2b) becomes less and less effective and because sev-
eral erosion steps should be applied to these images (Russ, 2002).

5.2.2.2. Impact of illumination conditions. The illumination conditions ob-
served in the different images vary significantly according to the time of
day, the season, changes in the shadows on the ground, and theweather
conditions (sunny or cloudy days). In contrast to the image correlation
technique (Berthier et al., 2005; Travelletti et al., 2012), the TDT algo-
rithm is not affected by illumination angles in the tracking step but
only in the detection step. The difference of illumination of the object
can significantly change the computed binary image so the object is rec-
ognized but has a different shape (Fig. 11c and d).

A series of synthetic images were created to assess the impact of il-
lumination on the accuracy of the target positioning. Synthetic images
representing white Styrofoam spheres 54 pixels in diameter were
Sphere diameter [pixel]

10 15 20 25 30

age of a Styrofoam sphere of 35 pixels in diameter overlaid on a background image of the
ject size.
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created for different realistic illumination conditions according to the
sun azimuth and smoothed using a 5 × 5 pixel Gaussian kernel. The
four illuminations are summarized in Table 4. The sun elevation is con-
sidered to be 0, and its azimuth varies from 0 to 360. The TDT approach
is tested in two experiments:

• overlay of a Styrofoam sphere on a black background (Fig. 11a and c).
• overlay of a Styrofoam sphere on a real background extracted from
the image time series (Fig. 11b and d).

The error between the theoretical and computed centroid coordi-
nates varies with the sun azimuth and the illumination conditions
(Fig. 11a and b). The L2 error norm ranges from 0.005 to 0.16 pixels
with the synthetic black background and from 0.23 to 1.9 pixels with
the real background, corresponding to a maximum relative error of
3.5% with respect to the sphere diameter. The error is due to the gray-
scale intensity threshold used to calculate the binary image. As expect-
ed, the darker the shadow on the sphere (Fig. 11c), the more pixels
belonging to the sphere in the binary image are rejected and, as a con-
sequence, the more the error is important. This phenomenon is ampli-
fied with the real background because the sphere has less contrast,
and the shadow intensity on the sphere can be very similar to the
Table 4
Combination of illumination criteria used for the experiments.

Relative contribution (%) Ambient light Diffuse reflection Specular reflection

Illumination 1 77.8% 22.2% 0%
Illumination 2 83.3% 16.7% 0%
Illumination 3 88.2% 11.8% 0%
Illumination 4 90.9% 9.1% 0%
intensity of the background (Fig. 11d). The maximum error occurs
when the illumination is oriented orthogonal (±90) to the camera
viewpoint. In the case of a real background, the minimum error is ob-
served for a sun illumination behind the camera, while with the syn-
thetic black background, the minimum error is observed for an
illumination in front of the camera.

Finally, the error of the TDTmethods is increased by a factor of 10be-
tween the synthetic background and the real background for very bad
illumination conditions. However, images characterized by large diffuse
reflections are not used in the processing because the color of the Styro-
foam sphere is difficult to distinguish from the ground color.

The experimentwas also performed for Styrofoam spheres 12 pixels
in diameter (corresponding to the average size of the spheres detected
from the image time series) and for slope and illumination conditions
corresponding to the days and times of acquisition for the image time
series from camera A1. The images acquired between 8.00 am and
16.00UTC, sun elevations between 23.7 and 63.7 and azimuths between
80 and 240 correspond to theworst conditions (Illumination 1, Table 4).
Elevations lower than 35 are not computed in the analysis because the
topography of the landslide blocks the direct sunlight at lower eleva-
tions. The synthetic views of the white spheres are then computed
using the orientations of the cameras (azimuth: 145° N and elevation:
30). The sun's azimuth and elevation in Fig. 12 are expressed in the
camera's coordinate system.

The errors in this experiment range between 0.06 and 0.33 pixels
(Fig. 12). The sun's elevation (relative to the camera view angle) has a
significant impact for sun azimuths (relative to the camera view
angle) between 0° and 60°. In this range, the minimum error occurs
for relative elevation angles between 5°and 20°. The observed error is
different from the theoretical error. This might be due to the 5 × 5
Gaussian kernel smoothing that was applied to the small sphere.



L
2 

er
ro

r 
no

rm
 o

n 
th

e 
co

m
pu

ta
tio

n 
of

th
e 

ce
nt

ro
id

 c
oo

rd
in

at
es

 [
pi

xe
l]

   

Sun azimuth [°]
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5.2.3. Impacts of camera orientation
Another source of uncertainty is the estimate of the camera's exter-

nal orientation. This error occurs in the final step (step 3; Fig. 1) of the
3D restitution and is directly expressed in metric values for the three
components. Therefore, it is assessed separately from the uncertainty
from steps 1 and 2 (Fig. 1).

The uncertainty in the camera's orientation largely depends on the
quality of the Ground Control Points (GCPs) acquired in the field
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uncertainty on detection and tracking in the 2D image plane and uncertainty on the camera or
(number and distribution of GCPs and the intrinsic quality of their coor-
dinate estimates; Fraser, 1997) and on the geometry of the camera net-
work. The error is mainly caused by a large base to height ratio B/h,
which complicates the relative orientations of the images. It is generally
assessed from the RMS error of the self-calibrating bundle adjustment
(Fraser, 1997), which is equal to 4.5 pixels for sphere tracking and
1.6 pixels for block and target tracking. However, this RMS value does
not reflect the real error in the 3D coordinates. Therefore, we compute
Propagated error associated
 to stepts 1 and 2 [m]

Distance to the baseline [m]
50 55 60 65 70 75 8580

0.1

0.2

0.3

0.4

0.5

0.6

0.0

Uncertainty in E direction
Uncertainty in N direction
Uncertainty in Z direction

rtainty [m]

aseline [m]
5 70 75 8580

on
ion
on

b

rientation parameters, b) uncertainty associated to steps 1 and 2, after 2D restitution, in-
c) total maximal uncertainty on the 3D coordinates for the entire methodology, including
ientation parameters.



Table 6
Meaning of the different variables used in this section.
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the a posteriori covariance matrix to calculate the standard deviation of
the coordinates (Mikhail et al., 2001). The results are presented in
Fig. 13a. In this application, the E component is not well constrained
compared to the other components, with uncertainties greater than
25 cm.

5.2.4. Evaluation of the propagation of errors and estimate of
the uncertainty

In this section, the sources of error are propagated though the entire
processing chain to assess the uncertainty of the final 3D coordinates in
the most unfavorable case. The maximum errors from the TDT method
are summarized in Table 5.

First, the errors determined by the sensitivity analysis (in pixels)
from the TDT method are propagated with the stereo-restitution pro-
cess to obtain an estimate in metric values for the three components.
To do this, the errors indicated in Table 5 are summed. Then a 2D
image plane error circlewith a radius of 3.2 pixels is computed random-
ly around the object centroid for each image. The 3D coordinates are
computed from the extrinsic camera parameters and from the set of
Eq. (1) for cameras A1 and A2, which provide 3D error ellipses for
each sphere. The errors from the TDT method in the N, E and Z coordi-
nates are computed from the minimum and maximum coordinate in
each direction (Fig. 13b).

The previously computed error shows a random behavior that is
highly dependent on the image texture and radiometry, lens distortion
and camera movement. The final bias introduced in the coordinate is
not predictable and not systematic, so we consider this error to be the
maximum uncertainty in the methodology (Fig. 13b). Therefore, to ob-
tain the final maximum uncertainty for each object coordinate, includ-
ing the uncertainties from steps 1 and 2 and the uncertainty from the
camera orientation, we simply add both previously computed metric
uncertainties. The results are presented in Fig. 13c.

The total uncertainty is reasonable because it increases with the dis-
tance from the object to the camera. Globally, the uncertainty ranges be-
tween 15 and 90 cm. The N coordinate is well constrained with a total
uncertainty ranging from 15 to 32 cm. The uncertainty in the E coordi-
nate is more significant and ranges between 25 and 73 cm. The uncer-
tainty in the vertical coordinate ranges between 15 and 90 cm.

Because the landslidemainlymoves to theNorth (0) in that area, the
total 3D displacement can be approximated by the displacements in the
N direction. Therefore, the uncertainty in the spheres' displacements is
low (15–30 cm), and the larger uncertainty observed in the E direction
has little effect on the final result. These results were expected because
camera A2, which constrains the displacement in the E direction, is
located further upslope than camera A1, which constrains the displace-
ment in the N direction. This study therefore illustrates the importance
of a good camera network geometry. Finally, the observed differences
between the TDT positions and the GNSS positions are very low (5 cm
in the N and Z directions and 20 cm in the E direction), indicating that
the error determined with the sensitivity analysis is a maximum value
that was computed for the most unfavorable scenario.

6. Setup of a TDT monitoring system

This study indicates that monitoring landslide displacements using
TOP is possible using a TDT approach. The computation of the sources
Table 5
Summary of the errors coming from the TDT method previously com-
puted.

Source of error Error [pixel]

Camera–object distance 0.5
Camera movement 2
Lens distortion 0.2
Illumination condition 0.5
of errors shows that it is possible to track objects at a precision compa-
rable to the image correlation techniques. The sensitivity analysis also
highlights that the errors related to the camera network configuration
and to the choice of the equipment are much greater than those
generated by simple feature tracking in the image plane (using TDT or
image correlation). We thus propose different criteria to set up a TDT
monitoring system based on our experience and on several studies
from the literature (Chandler, 1999; Chandler et al., 2005; Wackrow
and Chandler, 2010). The different variables used in this section are
explained in Table 6. The guidelines are organized according camera po-
sitioning, characteristics and configuration.

6.1. Optimal camera positioning

• Camera location: For landslide analysis, appropriate locations for cam-
era are generally limited in practice (unstable slopes around the land-
slide, complexity of the topography to observe). A first method to
select the optimal location is to compare approximately the minimal
displacement detectable on the image with the precision expected.
Eq. (2) allows determining the approximated minimal displacement
that can be tracked on the image (without considering the incidence
angle with the terrain).

δu ¼ h
f
� e � p ð2Þ

where δu stands for the minimal displacement detectable required, h
the maximal distance camera–object, f the focal length, e the sensor
pixel size and p the precision of the processing technique used.

• Camera orientation: The camera orientation must be chosen accord-
ing to four criteria:
− It should be oriented to maximize the displacement amplitude of

the target on the image;
− It should look at a stable parts,with little vegetation andwith a sta-

ble geometry and radiometry over time. These stable parts should
be, asmuch as possible, distributed in the image in order to correct
for unavoidable image co-registration. Easily detectable GCPs may
be added on these stable parts to improve the accuracy;

− It should be optimized for convergent image configurations in
order tominimize the residual systematic errors caused by inaccu-
rately estimated lens distortion parameters (Wackrow and
Chandler, 2010);

− It should be orientated to avoid backlighting.

If the study purpose is object tracking, the camera positions and ori-
entations must be chosen in order that, at the end of the monitoring
program, the objects remain in the views of the cameras.

• Number of cameras: The number of camera is determined by the
extent of the area of interest and by equipment cost. Several studies
show the difficulty of acquiring good quality images, at the same
date over long periods in high altitude areas (Major et al., 2009;
Variable Definition Unit

δu Minimal displacement detectable [m]
h Maximal distance camera–object [m]
f Focal length [m]
e Sensor pixel size [m]
p Precision of the technique [pixel]
b Distance between the two cameras [m]
α Multiplier ranging between 3 and 5 –

αmax Maximal expected acceleration [m·s−2]
ΔT Acquisition frequency [s]
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Bernard et al., 2013). For that reason, the selection criteria is to focus
on the quality of the equipment, allowing remote access and configu-
ration and data transfer capabilities, and the possibility of efficient
power supply (both for data acquisition and data transmission). The
B/h ratio is the key parameter for the setup of the array geometry;
indeed, a large B/h ratiominimizes the error during the3D reconstruc-
tion but complicates matching process and consequently increases
the uncertainty on the extrinsic camera parameters.

6.2. Optimal camera characteristics

• Camera: Most of present-day consumer-grade digital cameras are
suitable for digital photogrammetry (Chandler et al., 2005). The cam-
eramust be chosen atfirst according its sensor resolution and size that
define the sensor pixel size e in Eq. (2). The sensor pixel size e is calcu-
lated by dividing the sensor size by its resolution. Nowadays, it varies
between 2 and 7 μm.

• Lens: Concerning lens, a fixed focal length lens, less versatile than
variable zoom lens, is preferable. The distortion associated is easier
to model and maintain with this type of lens. Avoid extremely wide
angle lenses producing large distortions that can reduce the accuracy
for the study. Typical used lenses are 35–50 mm (in full frame
equivalent.

• Camera fixation: The camera should be fixed on stable grounds. Con-
crete pillar seems to slightly diminish the cameramovement relative-
ly to a metal pole (Fig. 3c). Avoid as far as possible jointed pieces that
always endupmoving because of thewindor during themaintenance
of the camera. The camera should be fixed on its support with quick
release pieces, so that it can be detached and repositioned exactly as
before.

• Triggering system: Avoid turnkey solutions as the Digisnap 2000 in-
tervalometer (Harbortronics) and its solar controller that are not
adapted for long term studies (camera always on standby, and battery
charge stopped under 0 °C). Prefer handmade systems if possible or
data logger devices, more stable thought more expensive.

• External clock: For long period study, the camera clock slowly
drifts and sometimes resets. This problem has also been encoun-
tered by (Bernard et al., 2013). All the images acquired for this pe-
riod are unusable. To remedy this problem, a camera connected to
a GPS can be used, provided that the GPS timemust bewritten in an
EXIF photo file. Another solution is to use an external GPS and low
power computers to save the date a posteriori on the image EXIF.

• Data recovery: The automatic or semi-automatic data recovery is
also an important issue when acquiring remotely because it per-
mits a daily check. Teletransmission of a low resolution image is
generally sufficient for a simple verification and permits to save
communication power. The recovery of the raw data can be done
manually and at longer time intervals. However, it might be
thought for minimal handling of the camera (e.g. permanent
cable or remote transfer).

6.3. Optimal system configuration

• Acquisition frequency: The time between two acquisitions must be
defined by the order of magnitude of the maximal acceleration that
the user wants to track. Indeed, if the purpose of the study is to
track at first shot the landslide acceleration, the data acquisition fre-
quency must be chosen regarding the landslide maximal acceleration
(αmax = 3.5 m·s−2) expected using Eq. (3). If the minimal displace-
ment detectable being computed from Eq. (2) is equal to 10 cm, one
image may be acquired every 30 s.

Moreover, if it is possible, we advise to multiply the acquisition
frequency by the α coefficient, ranging between 3 and 5 to:

− prevent that some images will not be usable because of the badme-
teorological conditions
− be able to reduce the high frequency noise due to cameramovement
in case of slow displacements

ΔT ¼ 2α �
ffiffiffiffiffiffiffiffiffiffi
δu
amax

s
ð3Þ

• Lens calibration: The lens distortion model should be at least calibrat-
ed before the installation with the focus used for the study (Fraser,
1997), but a calibration from in place camera images is preferable.
The calibration process should be repeated regularly and even auto-
mated if possible. We suspect in our dataset that a part of the defor-
mation in the image is due to changes in lens distortion model,
certainly with temperature variations. Those variations have also
been encountered by Major et al. (2009).

• GCPs: Ground Control Points (GCPs) must be placed on the fields of
view of the different cameras in stable parts. Those ground control
pointsmust be chosen to be easily recognizable on the images (geom-
etry, color …) and to measure at least 10 pixels on the images. They
should be well distributed on the images and the minimum number
of control targets necessary is four per stereo pair, but it is prudent
to install numerous additional targets. If those GCPs are permanents,
they permit to:

− Calculate the extrinsic camera parameters
− Verify the quality of image registration
− Calibrate regularly the lens distortion model.

7. Conclusion

In this paper, we propose a Target Detection and Tracking (TDT)
method that is based on simple binary image processing and is designed
as a complementary technique to image correlation. The code is devel-
oped as an open-sourceMATLAB-based tool and, like image correlation,
allows tracking natural or man-made targets in a time series of images.
The difference between themethods is that the TDTmethod is designed
to track radiometrically outstanding targets in the image, while an
image correlation technique is often used to track points on a spatially
regular grid with random radiometry.

Although it does not permit spatially distributed measurements of
displacement, the method allows robust tracking of natural or man-
made objects in high displacement areas that are affected by soil
reworking and radiometry and texture changes. The object may be af-
fected by rotations and scale changes, and the tracking process remains
efficient if the object's radiometric properties remain different from
those of the surrounding ground.

Thepotential of the presented TDT code is assessed using three time-
series acquired from the Super-Sauze landslide (South FrenchAlps). The
method is validated by comparing the results to those from GNNSmea-
surements andmulti-temporal image correlations from Travelletti et al.
(2012) for camera-object distances ranging between 100m and 650m.
TDT allows target tracking with the same order of precision as image
correlation techniques (relative precisions ranging between 10−4 and
10−3), and we demonstrate its performance in the image plane in
areas where image correlation is less efficient.

A sensitivity analysis was used to assess the uncertainties from dif-
ferent error sources (the setup and geometry of the device and the
method itself). This study highlights that the minimum object centroid
coordinate computation precision is on the order of a pixel. The maxi-
mum uncertainty, which is computed as the sum of the camera-object
distance and the illumination condition uncertainties, is estimated at
1 pixel (which confirms the method's robustness). The uncertainty
due to equipment setup (lens distortion, cameramovement) is calculat-
ed as 2.2 pixels. This result is then amplified by the uncertainty of the
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external orientation parameters due to the geometry of the photogram-
metric network and to the precision of the GCPs used for the study. The
results of this study highlight that themajor source of uncertainty is not
inherent to the displacement monitoring method used (Image Correla-
tion or TDT) but is rather due to the acquisition protocol and to the
configuration of the photogrammetric network. Based on this finding,
we propose guidelines to design an operational system that minimizes
those errors.

A perfect comparison between image correlation and the TDTmeth-
od would certainly demonstrate that the former technique is slightly
more precise. However, the proposed TDT method is more robust
under real conditions because it is only slightly affected by illumination
conditions, easy to parameterize (only one parameter), relatively accu-
rate, does not require data post-processing (contrary to image correla-
tion) and allows near real-time processing. As a result, it is potentially
a better option for use in early warning systems than image correlation.

If possible, the complementary use of image correlation and TDT
methods on targets could provide information about the reliability of
the measured displacements. If both displacements are equivalent, the
measurements are reliable, but if the displacements are not consistent,
the reliability is lower, and the systemmay require human intervention.

However, we note the importance of the design for obtaining good
efficiency in both the image correlation and TDT methods. Ground-
based photogrammetry is generally described as a promising technique
because of its light weight, possible total automation and ease of instal-
lation. Nevertheless, it is difficult to optimally install cameras in inacces-
sible areas and is evenmore difficult tomaintain them in good condition
in locations where climatic conditions are harsh.
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