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ABSTRACT

Characterizing the internal structure of landslides is of first importance to assess the hazard. Many geophysical
techniques have been used in the recent years to image these structures, and among them is seismic tomogra-
phy. The objective of this work is to present a high resolution seismic inversion algorithm of first arrival times
that minimizes the use of subjective regularization operators. A Quasi-Newton P-wave tomography inversion al-
gorithm has been developed. It is based on a finite frequency assumption for highly heterogeneous media which
considers an objective inversion regularization (based on the wave propagation principle) and uses the entire
source frequency spectrum to improve the tomography resolution.

The Fresnel wavepaths calculated for different source frequencies are used to retropropagate the traveltime
residuals, assuming that in highly heterogeneous media, the first arrivals are only affected by velocity anom-
alies present in the first Fresnel zone. The performance of the algorithm is first evaluated on a synthetic
dataset, and further applied on a real dataset acquired at the Super-Sauze landslide which is characterized
by a complex bedrock geometry, a layering of different materials and important changes in soil porosity
(e.g. surface fissures). The seismic P-wave velocity and the wave attenuation are calculated, and the two
tomographies are compared to previous studies on the site.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Near-surface geophysical techniques have a great potential to image
subsurface structures in many geomorphological studies (Schrott and
Sass, 2008; van Dam, 2010), and even more specifically for improving
the knowledge on landslide features (Jongmans and Garambois,
2007). Landslide analysis generally involves the combined use of sever-
al geophysical methods to image different petrophysical parameters
(Bruno and Marillier, 2000; Mauritsch et al.,, 2000; Méric, 2006). Seismic
surveys are particularly well adapted to detect and characterize changes
in compaction and rheology of the material (Grandjean et al., 2007),
changes in fissure density at the surface (Grandjean et al., 2012), and
complex slip surface geometries (Grandjean et al., 2006). As the wave
propagation is mainly controlled by the elastic properties of the
medium, seismic surveys are often well correlated with geotechnical
observations.

Among them, different approaches can be used for data processing
depending on the analysis of different wave types associated with
particular propagation phenomena. Bichler et al. (2004) and Bruno
and Marillier (2000) interpreted the late arrivals of P-waves to
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image the bedrock geometry using seismic reflection analysis.
Mauritsch et al. (2000) and Glade et al. (2005) analyzed refracted
waves to define the internal geometry (e.g. layering) of landslides.
Grandjean et al. (2007, 2011) and Travelletti et al. (in press) studied the
first arrival traveltimes to recover P-wave velocity distribution. More re-
cently, Samyn et al. (2012) used a 3D seismic refraction traveltime tomog-
raphy to provide a seismic and geometrical model of a complex landslide
structure. Grandjean et al. (2007, 2011) also used Spectral Analysis of Sur-
face Wave (SASW) techniques to obtain S-wave velocity distributions
along landslide cross-sections. Finally, based on the work of Pratt
(1999) and Virieux and Operto (2009), Romdhane et al. (2011) demon-
strated the possibility to exploit the entire wave signal by performing a
Full elastic Waveform Inversion (FWI) on a dataset acquired on a clayey
landslide.

These methods are appropriate to image specific geological medi-
um and their relevance depends on the petrophysical properties of
the material and the complexity of the layering.

Seismic refraction can be performed using the General Reciprocal
Method (GRM; Palmer and Burke-Kenneth, 1980) or the Plus/Minus
Method (Hagedoorn, 1959). These methods are relatively fast and
easy to implement, but based on simple hypotheses (such as a layered
media) and are consequently not very efficient to recover important
variations in lateral seismic velocity. Seismic reflection surveys need
to record high frequency signals to obtain a good resolution of final
stacked sections; they are difficult to set up for subsurface applications


http://dx.doi.org/10.1016/j.jappgeo.2012.09.008
mailto:j.gance@brgm.fr
http://dx.doi.org/10.1016/j.jappgeo.2012.09.008
http://www.sciencedirect.com/science/journal/09269851

J. Gance et al. / Journal of Applied Geophysics 87 (2012) 94-106 95

because of the strong attenuation affecting high frequencies and de-
creasing the signal to noise ratio (Jongmans and Garambois, 2007).
Moreover, these methods produce a reflection image more adapted
to describe geological structures than to differentiate geotechnical
units. FWI appears to be the more advanced method since it can be
based on the realistic assumption of an elastic media and uses the
whole seismic signal in the inversion scheme. However, it is a complex
method requiring an important data pre-processing (source inversion,
amplitude correction) that is hardly applicable on a real near surface
dataset (complex topography, low signal to noise ratio; Romdhane
et al,, 2011). As a consequence, recovering the structural image of a
landslide from the seismic velocity field estimated with an accurate
method is still a challenge.

The objective of this work is to refine the first arrival tomography
approach applied to landslide analysis, which is a good compromise be-
tween the strong assumptions made in simple refraction methods and
the complexity of the FWI technique when used in very heterogeneous
soils. P-wave tomography is largely used, from crustal to shallow case
studies and allows recovering, at a relatively low cost, a reliable image
of the seismic velocity distribution. In this perspective, Taillandier et
al. (2009) proposed to develop the first arrival traveltime tomography
using the adjoint-state method, but had to face the problem of gradient
regularization. The method proposed here is based on a Hessian formu-
lation (Tarantola, 1987) to ensure an optimum convergence of the algo-
rithm during iterations. We only use the first arrivals of the seismic
signal corresponding to direct or refracted waves. In that case, late ar-
rivals, including scattering, conversion effects are not taken into account
in the inversion.

In the next section, the theory used to formulate the inversion
problem and the related approximations introduced in the processing
technique are detailed. The final algorithm is tested on a synthetic
case in order to estimate the quality of the velocity field reconstruc-
tion without considering noisy data. To compare our results with a
reference case, the synthetic velocity model is identical to the one
used by Romdhane et al. (2011). Then, a real seismic dataset obtained
from a seismic survey at the Super-Sauze landslide (South French
Alps) developed in clayey material is presented. On this case study,
the P-wave velocity and the attenuation fields are inverted. The ef-
fects of noisy data on the quality of the reconstructed velocity field
are analyzed. The observed surface variation in the velocity and atten-
uation fields is discussed by integrating other sources of information
(geotechnical tests, geomorphological observations).

2. Theoretical approach
2.1. General inverse problem

Solving the inverse problem requires a modeling step (i.e. the forward
problem) for computing the residuals (i.e. the difference between com-
puted and observed data). An updated model can be estimated by
back-projecting the data residuals on each cell of the model discrete
grid. The forward problem thus consists of finding a relation between
the data t, taken here as the first arrival traveltimes and the physical
P-wave velocity model s, such as:

t=f(s). )

This problem is generally solved using the asymptotic high fre-
quency wave propagation assumption in a non-homogeneous isotro-
pic medium. The wave propagation equation is then simplified into
the eikonal equation that computes the first arrival traveltimes over
a discrete grid, for example by using a finite-difference scheme
(Vidale, 1988). This technique has been improved for sharp velocity
contrasts (Podvin and Lecompte, 1991), optimized by Popovici and
Sethian (1998) who proposed the Fast Marching Method (FMM)
and by Zhao (2005) who proposed the Fast Sweeping Method

recently adapted to non-uniform grids (Sun et al., 2011). The tech-
nique is actually largely used because of its efficiency and accuracy.

In this study, the FMM algorithm (Popovici and Sethian, 1998) is
used to compute the forward problem. The computation of the first
arrival traveltime is generally followed by a ray tracing that uses the
traveltime maps to propagate the wavepath from the sources to the
receivers. The traveltime t can be expressed using the following ma-
trix form:

t=1Ls (2)

where L is the length of the ray segment crossing each cell of the
slowness model s. Generally, the Fermat principle allows the Fréchet
derivative matrix to be approximated by the matrix L (Baina, 1998).
This principle establishes that a small perturbation 6s on the initial
model does not change the ray paths, and therefore only affects the
traveltime &t at the second order. This linearization of the problem
around the slowness model s* permits to use the Quasi-Newton
(Q-N) method and the nonlinear problem can be resumed to a tomo-
graphic linear system:

(e - (s 5

where k and T represent respectively the iteration index and the
transpose operator. Several techniques can be used to solve Eq. (3).
The Simultaneous Iterative Reconstruction Technique (SIRT) is the
most commonly used because it does not require a large computer
memory; consequently, SIRT is used to invert large sparse linear sys-
tems (Trampert and Lévéque, 1990). Its convergence towards a
least-square solution has been proved (Van der Sluis and Van der
Vorst, 1987) but this method suffers from a few drawbacks: SIRT in-
troduces an intrinsic renormalization of the tomographic linear sys-
tem that modifies slightly the final solution. For that reason, the
LSQR (Least-Square QR) algorithm (Paige and Saunders, 1982) based
on an iterative least-squares method using the QR decomposition is
preferred in our approach. It has been proved to be superior to SIRT
or to Algebraic Reconstruction Techniques (ART) in terms of numeri-
cal stability and convergence rates (Nolet, 1985).

2.2. From rays to Fresnel volumes

Revisiting seismic traveltime tomography also needs to consider
the ray approximation, i.e. the infinite spectral bandwidth assump-
tion. The main issue of this approximation lies in the traveltime com-
putation taken as line integrals along the rays spreading over the
slowness model. Because the slowness values are only considered
along ray paths, the problem is often underdetermined and leads to
numerical instability (Baina, 1998). In practice, this difficulty is gener-
ally by-passed using regularization operators to reduce the non-
constrained part of the model, and then, to reinforce the numerical
stability. Generally, a simple smoothing of the reconstructed slowness
model (Zelt and Barton, 1998), the application of a low-pass filter on
the gradient (Taillandier et al., 2009), or the elimination of the lowest
eigenvalues in the Hessian matrix (Tarantola, 1987) can be used. How-
ever, such regularization operators require the selection of appropri-
ate parameters (filter length, eigenvalue cut-off and more generally
the size and weights of the smoothing operators). Kissling et al.
(2001) demonstrated the dependency of these parameters on the res-
olution and the quality of the final model in poor wavepath coverage
areas. This is the reason why the use of physically-based regulariza-
tion operators such as Fresnel volumes or sensitivity kernels is prefer-
able since they are based on non-subjective principles completely
defined by the problem.

With this assumption, several methods have been developed in-
cluding those using the concept of Fresnel volumes as a regularization
factor. Nolet (1987) proposed to use the size of the Fresnel zone to
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constrain the size of a spatial smoothing operator. Vasco et al. (1995),
Watanabe et al. (1999); Ceverny (2001) and Grandjean and Sage
(2004) used the Fresnel volume in the back projection of the
residuals.

More recently, the concept of sensitivity kernels or Fréchet Kernel
introduced by Tarantola (1987) has been reformulated for traveltime
tomography. It represents a good compromise between the strong as-
sumption of the asymptotic ray theory and the high computational
cost of the complete full wave inversion tomography (Liu et al.,
2009). While the ray theory is well adapted in media characterized
by geological structures larger than the first Fresnel zone, the use of
sensitivity kernels allows to overcome this constraint and thus, to in-
crease the spatial resolution (Spetzler and Snieder, 2004). Several au-
thors have developed this concept and investigated the properties of
the sensitivity kernels for traveltime tomography in homogeneous
media, mainly at the spatial scale of the earth crust (Dahlen, 2005;
Dahlen et al., 2000; Zhao and Jordan, 2006). The strategies proposed
by these authors are generally limited to smoothly heterogeneous
media (Liu et al., 2009; Spetzler et al., 2008) and are barely applied
to real datasets, mainly because of prohibitive calculation costs (Liu
et al., 2009).

Sensitivity kernels and Fresnel volumes are based on the single
scattering (Born) approximation. With this approximation, seismic
velocity anomalies in the vicinity of the ray path can reduce the first
arrival time of a part of the wave. For highly heterogeneous media,
this approximation is not valid anymore because multiple scattering
should be taken into account to fully explain observed first arrivals.

In this context, an accurate computation of the sensitivity kernel is
useless. That's why we choose to use a simplified sensitivity kernel de-
fined empirically only in the first Fresnel zone. This approximation can
be justified by the fact that first Fresnel zone is the region of highest
sensitivity (Liu et al., 2009). This simplified sensitivity kernel will be
constructed as a weighted Fresnel wavepath used by Grandjean and
Sage (2004). It will permit nevertheless to take into account the possi-
ble change in first arrival traveltimes due to velocity anomalies in the
vicinity of the ray path and to address issues of regularization by using
increasing finite frequency bandwidths.

In the next section, the Fresnel volumes, defined as a simplification
of the sensitivity kernels, and their implementation in a Q-N algorithm
are presented.

First, the Fresnel weights proposed by Watanabe et al. (1999) and
used by Grandjean and Sage (2004) in order to materialize the
wavepath in the model are expressed. They classically decrease linear-
ly from a value of one (when the cell is positioned on the ray path) to a
value of zero (when the cell is out of the Fresnel volume):

0< At<l

1-2fAt,
¥ @)

1
0 <A
) 2f— t

Watanabe et al. (1999) and Grandjean and Sage (2004) defined
these weights o as the probability that a slowness perturbation de-
lays the arrival of the wave by a At considering that f is the consid-
ered frequency of the wave. This definition is interesting because of
its simple expression that allows fast computing while taking into ac-
count the global shape of the 2D traveltime sensitivity kernel given in
Spetzler and Snieder (2004) and corresponding to a decrease of sensi-
tivity until the first Fresnel zone. Because the size of the Fresnel volume
is depending on the considered source frequency, a new inversion strat-
egy based on increasing frequencies can be proposed. To consider the
entire source frequency content, some authors compute wavepaths in
a band-limited sensitivity kernel, stacking the monochromatic kernels
with a weight function similar to the amplitude spectrum of the wavelet
(Liu et al., 2009; Spetzler and Snieder, 2004). In our approach, the Fres-
nel weights are computed for a monochromatic wave, increasing its

frequency at each iteration of the inversion. The considered frequency
is sampled with an increasing rule ranging from the lower to the higher
frequency of the source signal. The same weight is assigned to all fre-
quencies in order to limit the number of iteration and to preserve the
rapid convergence of the algorithm. Taillandier et al. (2009) showed
that this method applied to the gradient filtering permits to mitigate
the non-linearity of the problem. For low frequency values, the Fresnel
zone will be larger and the slowness model will be reconstructed with
large wavelengths. Conversely, for high frequency values, the Fresnel
zone will be thinner and the slowness model will be reconstructed
with sharp wavelengths. This strategy, already used in FWI revealed
to be efficient to progressively reconstruct the small features of the
inverted model and prevent convergence toward a local minimum
caused by cycle skipping issues (Romdhane et al., 2011; Sirgue and
Pratt, 2004; Virieux and Operto, 2009). Recovering slowness variations
which sizes are in agreement with each wavelength transmitted by the
source should lead to better images of local heterogeneities while pre-
serving the algorithm convergence.

With these assumptions, the traveltime perturbation can be
expressed as the integral over a Fresnel volume multiplied by the slow-
ness perturbation field observed for all points r in the volume (Liu et al.,
2009). This linear relationship among traveltime and slowness pertur-
bation is the result of the first Born approximation that is only valid
for a small perturbation (Yomogida, 1992):

8t = [W(r)és(rydr (5

where W is the Fresnel weight operator (Fig. 1) normalized by the area
of the Fresnel ellipse perpendicular to the ray path a, for each shot and
receiver such as:

W(r) = —o(r). (6)

This normalization allows linking our approach to the geometrical
ray theory in the case of a plane wave propagation (Liu et al., 2009;
Spetzler and Snieder, 2004; Vasco et al.,, 1995), so that the integral
of W over a surface perpendicular to the wavepath is equal to one,
which is generally verified for sensitivity kernels:

fw W(s.r.f)ds = 1. (7)

The defined Fresnel volume, also called Fréchet kernel, corresponds
to the Fréchet derivative (Tarantola, 1987; Yomogida, 1992) or Jacobian
matrix of the forward problem, similar to the length of ray segment ma-
trix L defined in the asymptotic ray theory. The problem, considered in
2D, can then be written in its matrix form (Vasco et al., 1995):

5t = W 6s (8)

where Wis the [number of data x number of cells| Fresnel weight matrix,
calculated for each shot and for each receiver such as for the cell j and
for the couple source-receiver i:

::
y=0 9)

w,
where [ is the length of the Fresnel surface along a direction perpendic-
ular to the ray path.

However, the readers have to be aware that the use of the Fresnel
weight as defined previously is a rough approximation of the
wavepath. This is the reason why the ray assumption is kept to com-
pute traveltimes, avoiding the introduction of any error due to this ap-
proximation. This choice has been justified by Liu et al. (2009) who
observed small differences between traveltime values computed
with both approaches.
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Fig. 1. Fresnel weights (e.g. distance versus depth) computed for a medium characterized by a constant velocity of 500 m.s~ " and for three frequencies: a) 100 Hz, b) 200 Hz and c) 300 Hz. The

source is located at x=0 m and the receptor at x=25 m, both at 12.5 m of depth.

2.3. New implementation of the inverse problem

In the previous section, the combination of the Born approxima-
tion with Fresnel volumes allowed the estimation of the Fréchet de-
rivative. To solve the nonlinear inverse problem, a steepest descent
iterative algorithm is used to minimize the L, norm misfit function [
(Tarantola, 1987) that can be written in this particular case:

[(75)—tase) €7 (F8)—tats) + (5= Spror) G5 (5=Spior) | (10)

N —

I(s) =

where Crand Cs are respectively the covariance operators on data and
model, f represents the theoretical relationship between the model s
and the traveltimes ¢, tops the observed data and s, the a priori in-
formation on the model.

The Q-N method consists of minimizing the misfit function itera-
tively using its gradient and approximated Hessian matrix. The gradi-
ent gives the direction of steepest descent of the misfit function while
the Hessian matrix is used as a metric indicating its curvature, ap-
proximated locally by a paraboloid (Tarantola, 1987). Compared to
the gradient method, the Hessian is here used to improve the assess-
ment of direction and norm of the updated vector that is applied to
the slowness model, so that each iteration is performed in the good
direction and with an optimized length. The tomographic linear sys-
tem in the case of no a priori information on the model can be written
in its matrix form:

()< s = ('] a

This linear tomographic system is solved by using a LSQR algorithm.
The Fresnel weight matrix is a [number of data x number of cells] matrix.
Its computation is straightforward on classical personal computers. The
Q-N algorithm is based on the inverse of the Hessian matrix that is a
square matrix of size [number of data x number of data] that can be diffi-
cult to invert for large datasets. Iterative solutions are generally used to
approximate the inverse Hessian matrix from successive gradient vec-
tors to save time and memory (e.g. BFGS). In our approach, the approx-
imate Hessian matrix is computed from the Fresnel weight matrix to
fully use the contribution of the Fresnel wavepaths. This solution is
more time consuming and requires cluster computing to invert our
data. The step size is optimized along the direction given by the product
of the gradient and of the inverse Hessian using a scalar to weight the
slowness update with a parabolic interpolation (Tarantola, 1987).

2.4. Validation on a synthetic dataset

The algorithm is tested on the synthetic transverse section used by
Romdhane et al. (2011) representing a typical cross-section of a

landslide body overlying a homogeneous bedrock (Fig. 2a). The per-
formance of the method is discussed by taking as a reference the
SIRT algorithm of Grandjean and Sage (2004).

The synthetic dataset, calculated with a simple 2D eikonal equa-
tion solver, is composed of 50 shots recorded on 100 geophones.
The model consists of 209x68 cells of 1 m in width. The seismic
sources are spaced regularly every 2 m and the geophones every
1 m. The synthetic model is composed of ten layers with P-wave ve-
locity ranging from 330 m.s~ ! to 3300 m.s ™. Except for the zone be-
tween the landslide body and the bedrock, the changes in P-wave
velocity are small, so that it is difficult to reconstruct the detailed
shape of the landslide body. The initial model is a simple constant ve-
locity gradient model, with velocities ranging from 330 m.s™! to
3300 m.s~ !. The stopping criterion is a change in the cost function
lower than 1% and the inversion is limited to 20 iterations. For both
algorithms, we performed the inversion with a 30 Hz frequency. For
the Q-N algorithm, the frequency increases linearly at each iteration,
until the sixth one to 120 Hz. Fig. 2b and ¢ shows the results obtained
with the SIRT (Grandjean and Sage, 2004) and the Q-N algorithms.
They converge respectively after 15 and 20 iterations. The conver-
gence of the misfit function is better for the Q-N algorithm with a
value 3.6 times lower than the SIRT. Globally, the Q-N algorithm suc-
ceeds in recovering the shape of a bump at 2000 m.s~ ! located on the
left side of the cross-section and renders a more spatially detailed
shape of the bedrock geometry (Fig. 2b, ¢). The SIRT algorithm does
not retrieve those initial structures. However, both algorithms have
difficulties to reproduce the low velocity of the very near surface
layer, because of the poor ray coverage in this area.

Fig. 2d, e and f compares the results on three vertical sections chosen
to highlight the ability of the Q-N algorithm to recover P-wave velocity
with a better accuracy than the SIRT. We can notice that for the top-soil,
P-wave velocities are the same for both algorithms and are equal to the
P-wave velocities of the initial model in that zone. The Q-N algorithm is
able to recover smaller wavelengths than the SIRT. As shown in Fig. 2d,
between 55 and 60 m of depth, the vertical profile corresponding to the
Q-N algorithm shows sudden variations in depth that appear smoothed
on the SIRT.

This synthetic example demonstrates the ability of the Q-N algorithm
to recover the shape of the internal layers. Contrary to the SIRT, the Q-N
allows to better interpret the thickness and geometry of these layers.

3. Application of the Q-N algorithm on a real dataset
3.1. Geomorphological characteristics of the study site
The Q-N algorithm has been applied on areal dataset acquired at

the Super-Sauze landslide (South French Alps), developed in
Callovo-Oxfordian black marls. Its elevation is between 2105 m at
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Fig. 2. Algorithm validation on a synthetic dataset: a) synthetic initial model, b) final velocity model inverted with the SIRT algorithm, and c) final velocity model inverted with the
Q-N algorithm. Vertical cross-sections extracted from the three models at a distance of d) 46 m, e) 110 m and f) 145 m.

the crown and 1740 m at the toe. The landslide is continuously active
with displacement rates of 0.05 to 0.20 m.day ' on average (Malet et
al., 2005a). The detachment of large blocks of marls from the main
scarp (Fig. 3d) and their progressive mechanical and chemical
weathering in fine particles explain the strong grain size variability of
the material especially in the topsoil (e.g. decametric blocks of marls
at various stages of weathering, decimetric and centimetric clasts of
marls, silty-clayey matrix; Maquaire et al., 2003). The bedrock geometry
is complex with the presence, in depth, of a series of in-situ black marl
gullies, partially or totally filled with the landslide material (Flageollet
et al., 2000; Travelletti and Malet, 2012). This complex geometry de-
limits compartments of different hydrogeological, rheological and kine-
matical characteristics. The variable displacement rates and the bedrock
geometry control the presence of dense fissure networks at the surface
(Fig. 3b, c) that can be imaged with joint electrical and electromagnetic

methods (Schmutz et al., 2000). Many kinds of heterogeneities are ob-
served at different scales, and they control directly the mechanical behav-
ior of the landslide by creating excess pore water pressures (Travelletti
and Malet, 2012; Van Asch et al., 2006). The top soil surface characteristics
have a large influence on the surface hydraulic conductivity (Malet et al.,
2003) and therefore, on the rate of water infiltration (Debieche et al.,
2009; Malet et al.,, 2005b). In this context, we tested the Q-N P-wave to-
mography inversion scheme to provide a high-resolution characteriza-
tion of structures and to detect small scale heterogeneities along a N-S
transect of the landslide.

3.2. P-wave velocities inversion

The seismic profile is parallel to the sliding direction of the mass
and is located in the upper part from a secondary scarp to the middle
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Fig. 3. Location of the investigated area within the Super-Sauze landslide. The seismic profile (red) is represented on an orthophotograph overlaid on a digital elevation model of the
landslide. The main scarp and the landslide limit. Picture a) shows the seismic device on the field. Pictures b) and c) represent the observed fissure state of the soil along the profile.

part of the accumulation zone (Fig. 3a and d). The base seismic device
had a length of 94 m and consisted of 48vertical geophones (with a
central frequency of 10 Hz) regularly spaced every 2 m. Sixty shots
have been achieved with a hammer every 4 m. A roll-along procedure
has been used to translate the acquisition cables with a 24 geophone
overlap in order to investigate a 238 m long profile. The recording
length is 1.5 s with a sample rate of 0.25 ms and the acquisition sys-
tem consists of a Geometrics Stratavisor seismic camera (48 chan-
nels). All shots have a relatively good signal to noise ratio until the
last geophone in the upper part of the section (Fig. 4b). The shots ac-
quired in the lower part are affected by the higher density of fissures.
The attenuation and the signal to noise ratio are consequently higher

a) SHOT #13
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=
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in this part of the profile. The signal is dominated by the surface
waves but the first arrivals are clearly visible for all shots.

To estimate the picking uncertainty, the time differences of the
picks from reciprocal source-receiver pairs was examined. Two peo-
ple picked the first arrivals of the waves, and the differences between
reciprocal traveltimes were studied for each created dataset. Three
subsets were created: the first subset was kept intact; in the second
subset, picks having more than 10 ms of difference in traveltimes rec-
iprocity were corrected, and in the third subset, picks having more
than 10 ms of difference in traveltimes reciprocity were removed.
All datasets were inverted and the one which gave the lower final
misfit function value and the most reliable P-wave tomogram with
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Fig. 4. Data quality: a) seismic shot# 13. b) Source amplitude spectrum of the total seismic shot (blue) and source amplitude spectrum of the P-wave of the selected area
(red). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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our a priori knowledge of the study site was kept. The differences be-
tween the P-wave tomograms were not important, but the selected
dataset permitted to interpret the results unequivocally. The error
in traveltimes reciprocity distribution is approximated by a Gaussian
belt with a standard deviation of 2.2 ms (Fig. 5).

The inversion has been performed with the Q-N algorithm on a
358 x 153 regular grid composed of square cells of 0.67 m. The ham-
mer source gave frequencies comprised between 30 Hz and 120 Hz
with a dominant frequency of 40 Hz. Those frequencies are also pres-
ent in the P-wave up to the end of the profile (Fig. 4b). Regarding the
different amplitude spectra, these values are considered as constant
for each shot. For the first iteration, the frequency was set to 30 Hz
and then increased at each iteration to respectively 45 Hz, 60 Hz,
75 Hz, 90 Hz, 105 Hz and 120 Hz; after the eighth iteration, the fre-
quency was kept constant at 120 Hz. Thus, the initial width of the
Fresnel zone is progressively divided by 1.5, 2, 2.5, 3,3.5 and 4 in a ho-
mogeneous media.

The initial model is of high importance for a good convergence as the
linearization of the problem around the initial model is only valid for a
model close to the real one. This reason motivates the automated calcu-
lation of the initial model from the data using a simplified slant-stack al-
gorithm transforming the dataset in the velocity-intercept time domain.
Theoretical traveltime curves were calculated in a double loop for a ve-
locity v ranging from vy, to Vinex (defined by the user) and for a range
of intercepts 7 such as:

t:H@. (12)

For each of these theoretical curves, the model was compared to
the observed traveltimes; the points with a difference of less than
0.5 ms were stored in the 7-p plan (Fig. 6a). For each intercept, the
velocity corresponding to the maximum number of points was used
to create a profile of velocity that is further used under the shot
point (Fig. 6b).

The depth d corresponding to each velocity was then deduced
from the velocities by using Eq. (13):

d(i) = d(i—1) + v(i) * 6t (13)

where 6t represents the sample rate of intercepts (Fig. 6¢).

30 .................
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The velocity profiles were gathered to construct the initial model
that was finally smoothed to avoid lateral artifacts. With a misfit func-
tion value of 0.3612, this initial model is supposed to be as much as
possible close to the final one, in order to avoid divergence or conver-
gence in local minima. The stopping criteria were set to a percentage
change lower than 1% and the maximum number of iteration was
limited to 20. The misfit function value associated to the final model
is 0.0122 and has been obtained after 17 iterations. The inversion
has been performed on a multicore computer with 32 GB memory
and lasted 1.3 day. Fig. 7 shows the misfit functions related to the
SIRT and Q-N algorithms.

Fig. 8 shows respectively the initial velocity model and the inverse
models obtained with the SIRT and Q-N algorithms. The upper part of
the profile (between the abscissa 0 and 100 m) presents a smoother
contrast between the landslide mass and the bedrock for the SIRT result
(Fig. 8b and c). Although two bumps are visible at the abscissa 100 and
140 m, the depression located in between is not visible. In the lower
part of the profile, the active layer obtained with the SIRT algorithm is
deeper than for the Q-N algorithm and presents only few lateral hetero-
geneity. Globally, the SIRT and Q-N tomographies are in agreement, but
the SIRT algorithm does not permit to recover the geotechnical unit
limits with the same accuracy.

3.3. Seismic wave attenuation tomography

The amplitude of the first arrival is exploited to image the wave
attenuation. Seismic wave attenuation is an efficient physical proper-
ty because it can be directly linked to porosity and to the presence of
fissures in the media (Schon, 1976). Several attenuation parameters
can be used to invert seismic attenuation (spectral ratio, centroid fre-
quency shift and peak frequency shift; De Castro Nunes et al., 2011).
The simple method proposed by Watanabe and Sassa (1996) is used
in our approach; it considers that in a homogeneous attenuation me-
dium, the amplitude of the spherical wave verifies:

AP :’%e—m (14)

where Ay is the amplitude of the source signal, r the distance from the
seismic source along the ray path and « the attenuation coefficient.

| [ I-IH'HTI'\ M 0
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0 5 10 15 20 25
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Fig. 5. Picking quality: frequency distribution of differential traveltime errors (e.g. due to reciprocal differences). The standard deviation has a value of 2.2047 ms for 427 tested

reciprocal traveltimes. The gray color indicates the data rejected in the inversion process.
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Applying a logarithm function, the equation becomes linear in c.
The attenuation tomography is computed after the P-wave velocity
field so that the problem is reduced to a simple linear problem:

a=a+W'A (15)

where « is the attenuation coefficient, 6A the amplitude update and W the
Fresnel weight matrix. Five iterations were performed starting from a
simple homogeneous media with an attenuation a=1.0 e~ Np.m™!
and the Fresnel weight matrix were calculated for the Q-N inverted Vp
model at five frequencies (30 Hz, 45 Hz, 60 Hz, 90 Hz, and 120 Hz). Al-
though the results are generally presented through the dimensionless
quality factor, in our case, the dominant source frequency is almost con-
stant for each shot (40 Hz) and the raw results are more contrasted.
Moreover, because the definition of the quality factor can be different
for highly attenuating materials (Schon, 1976), the attenuation map is im-
aged directly. A geomorphological inventory of the fissures was created
from direct field observations in order to compare the attenuation map
with a fissure map. All the fissures of width larger than 0.05 m were
mapped. A Surface Cracking Index (SCI), defined as the total length of fis-
sures per linear meter of the seismic profile, is calculated (Fig. 9a).

-+~ QQ-N algorithm
--- SIRT algorithm

Misfit function
3

Iteration

Fig. 7. Misfit function values for the Q-N and SIRT algorithms.

4. Interpretation and discussion

The seismic velocity model is first compared to the geometrical
model of Travelletti and Malet (2012) constructed from the integra-
tion of multi-source data (e.g. electrical resistivity tomographies, dy-
namic penetration tests and geomorphological observations) at a
coarser scale.

The bedrock depths obtained from penetration tests were used to
deduce a minimum velocity of 850 m.s~! corresponding to the limit
between bedrock and the active layer, which position is then com-
pared to the one of Travelletti and Malet (2012) along the profile
(Fig. 10a, b). The thickness was calculated for both models with the
surface topography observed in 2011. The observed depth interval
is the same (from 2 to 13 m) and the global geometry of the bedrock
is identical. The main differences are lower than 4 m and are located
downbhill of the profile, from the abscissa 100 to 230 m where the
bedrock geometry is more complex. It shows important thickness
variations that are less pronounced on the bedrock topography from
Travelletti and Malet (2012).

To assess the quality of the Q-N algorithm result, the bedrock depth
variation is compared to the topography visible on a black and white ae-
rial orthophotograph of 1956 when the original relief was not covered by
the landslide mass. Fig. 11a shows the orthophotograph of 1956 overlaid
on a Digital Elevation Model (DEM) available for the same date. The seis-
mic profile is also represented. A very irregular geometry of the relief
composed of alternating crests and gullies of different sizes is observed.
The studied profile crosses different geomorphic features. From point A
to B (Fig. 11a), the topography seems first regular, before crossing a
large thalweg. After crossing this thalweg, the profile reaches a long
transversal crest that forms a bump and then plunges along the downhill
slope. Those features are also observed in the P-wave tomogram, respec-
tively at the abscissa 125, 140 and 160 m. Near the abscissa 180 m, a
zone of low seismic velocities (<900 m.s™!) is observed in depth that
can be interpreted as a small gully, also visible as a black dot on the
orthophotograph.

From these observations, an interpreted geological model that
gathers geophysical and geomorphological information is proposed
(Fig. 11b). The model is composed of three different materials. The first
material, at depth, corresponds to the bedrock of Callovo-Oxfordian in-
tact black marls characterized by seismic velocities greater than
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Fig. 8. Inversion results of the real dataset acquired on the Super-Sauze landslide: a) initial velocity model, b) inverted model with the SIRT algorithm of Grandjean and Sage (2004),

and c) inverted model with the Q-N algorithm.

3000 m.s~ ! (Grandjean et al.,, 2007). The second material, characterized
by a range of seismic velocities between 1500 and 2500 m.s™! is
interpreted as a compacted landslide soil, because it is only present at a
higher depth, where the height of soil above is sufficient to compact
the landslide deposit. This layer, not involved in the dynamics of the
landslide and quasi-impermeable, is called ‘dead body’ by several au-
thors (Flageollet et al, 2000; Maquaire et al, 2001; Travelletti and
Malet, 2012).

The third material corresponds to unconsolidated soils that pres-
ent P-wave velocities between 400 and 1200 m.s™', characteristic
of unconsolidated deposits (Bell, 2009). It constitutes the active unit
of the landslide, i.e. the layer that concentrates the most deformation
(Travelletti and Malet, 2012). To summarize, the Q-N algorithm per-
mits to image correctly the structure of a clayey landslide with a bet-
ter resolution than the SIRT algorithm (Grandjean and Sage, 2004)

and gives the possibility to interpret the bedrock geometry with
more details and a better resolution than previously. The seismic at-
tenuation field is in agreement with the P-wave velocities. Although
P-wave velocity and seismic attenuation are not linked during the in-
version, the attenuation field also permits to distinguish the different
materials. The first material, presenting a relatively low attenuation,
corresponds to the bedrock and the “dead body”. The attenuation
values for this material are around 10~3 Np.m ™!, which are repre-
sentative of consolidated soils at 40 Hz (Schén, 1976). The second
material is more attenuating and heterogeneous, and corresponds to
the upper unit of the landslide. The attenuation values for this unit
vary from 4 to 12.10~2 Np.m ™ ! which are typical values for unconsol-
idated soils at 40 Hz (Schon, 1976). The spatial lateral heterogeneity
of the attenuation is important at the surface. Areas of high attenua-
tion show attenuation values three times higher than others. The
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spatial correlation between the SCI and the attenuation is very good,
so that we can confirm that attenuation variations are mainly caused
by the various fissuring states observed at the surface. The seismic
wave attenuation tomography highlights two important attenuation
zones. The first one, in the upper-part at the abscissas 20-30 m
seems to be concentrated at the interface between the landslide
layer and the bedrock (Fig. 11b). In this area, the landslide material

is affected by important shear stresses due to friction between the
landslide layer and the bedrock topography (Stumpf et al., 2012). At
the surface, fissures larger than 15 cm and measuring several meters
in length are visible and the soil is completely remolded. The second
zone seems to be associated to the influence of the local bedrock ge-
ometry that forms a bump followed by a steep slope downhill
(Fig. 11b). Its concave shape is responsible of the tension fissures
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Fig. 10. Comparison of the bedrock geometry interpreted with the Q-N algorithm and with a geological modeler by integration of multi-source information at coarser spatial resolution

(Travelletti and Malet, 2012) in terms of bedrock depth a) and layer thickness b).
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well visible at the surface and clearly perpendicular to the major
change of topography direction (Fig. 3c). Moreover, the soil is dryer
in that zone because of the geometry of the area that facilitates the
drainage of the groundwater table towards lower areas (Malet et al.,
2005b).

The P-wave velocity and the seismic wave attenuation images are
complementary. The P-wave velocity tomography is able to reproduce
the sharp geometry of the bedrock and to differentiate the “dead
body” from the bedrock (Fig. 11b). The seismic wave attenuation pro-
vides more information on the spatial lateral heterogeneity of the
upper unit. However, the observed two high attenuation zones are
not correlated with low values of P-wave velocity as a priori expected
(Grandjean et al., 2011). This is explained by the seismic wavepaths
going through this unconsolidated material that are probably too
short to impact the velocity, so that only scattering and diffusion ef-
fects affect the wave amplitudes.

Finally, it is also important to note that this geophysical method is,
in theory, not adapted to image the near surface zone (first meters in

depth). Indeed, poor Fresnel weight coverage in that zone indicates
that the final model is not very constrained. Moreover, the size of
the fissures and of the attenuating objects in the landslide mass is cer-
tainly comparable to or even smaller than the size of the calculation
cell (0.67 m).

5. Conclusions

A P-wave tomography inversion algorithm adapted to the character-
ization of highly heterogeneous media is presented. It combines an objec-
tive inversion regularization (based on the wave propagation principle)
and takes into account the entire source frequency spectrum to improve
the tomography resolution. The Fresnel wavepaths calculated for differ-
ent source frequencies are used to retropropagate the traveltime resid-
uals, assuming that in highly heterogeneous media, the first arrivals are
only affected by velocity anomalies present in the first Fresnel zone.
After verification of the ability of the algorithm to recover complex struc-
tures on a synthetic dataset, the method is applied on a real dataset
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acquired at the Super-Sauze landslide. The results are in accordance with
previous results from Travelletti and Malet (2012) and additional dynam-
ic penetration tests. It appears that the sharp geometry of the bedrock to-
pography is well recovered. This result is of first importance because
bedrock geometry is one of the main controlling factors of the landslide
dynamics. The attenuation field is then also inverted using the wavepaths
calculated for P-wave velocity tomography. The dataset indicates that it is
possible to use the amplitude of the first peak of the wave to get an accu-
rate image of the seismic wave attenuation. The results are in agreement
with the observed surface fissures inventory. The use of traveltimes and
amplitude of waves permits to create an interpreted geological model
that gathers those different details.
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